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1. Introduction

Forecasts of convective clouds in summer seasons remain challenging, because there is uncertainty in 
the numerical model reproducibility of low-level atmospheric thermodynamic structures. Recently, a 
ground-based microwave radiometer (MWR) data has been used for estimating accurate 
thermodynamic profiles in the low-level troposphere through a one dimensional variational (1DVAR) 
technique using the results of numerical model simulations (Ishimoto, 2015; Araki et al., 2015, 2017). 
For the diagnosis of convective cloud developments, the 1DVAR analysis using the MWR data with 
time intervals of a few minutes could be of benefit considering the diurnal variations of atmospheric 
thermodynamic profiles although radiosonde observation data twice a day has been used in the 
traditional method. In September 2013, aircraft observation campaign was conducted to investigate the 
effectiveness of ground-based AgI generators in seeding convective clouds developed around the central 
mountain region in Japan as part of the joint research project for a renewal of ground-based AgI 
generator at Ogouchi Dam between the Bureau of Waterwork of the Tokyo Metropolitan Government 
and the Meteorological Research Institute. To support the aircraft observation, we developed a real-time 
1DVAR analysis system for the derivation of accurate atmospheric thermodynamic structures using 
MWR data and results of high-resolution numerical model simulation. 

2. Model settings and design of the real-time 1DVAR system
Numerical simulations were performed twice a day by the Japan Meteorological Agency (JMA) 

Meteorological Research Institute Non-Hydrostatic Model (MRI-NHM) with a horizontal grid spacing 
of 1 km and a model domain covering the central mountain region during the campaign. Initial and 
boundary conditions were provided from forecast data of the JMA operational mesoscale model, and 
the MRI-NHM was run for 12 hours from 00 and 12 UTC. The results of the simulations were used for 
1DVAR analysis (Araki et al., 2015) by combining with the observation data from the MWR installed 
at Ogouchi (35.79°N, 139.05°E, 530 m). We used the ground-based multi-channel MWR (MP-3000A, 
Radiometrics), which observed the brightness temperature of 21 K-band (22-30 GHz) and 14 V-band 
(51-59 GHz) microwave channels with a bandwidth of 300 MHz in the zenith direction at time intervals 
of a few minutes. The results of the simulation were output at 1-hour intervals, and they were 
interpolated into the time intervals of MWR observations and used for the first guess of the 1DVAR 
analysis. The 1DVAR retrievals of atmospheric temperature and water vapor profiles were performed 
every 10 minutes using the latest observation data of the MWR. In this way, we constructed a real-
time 1DVAR analysis system for the retrieval of accurate atmospheric thermodynamic structures. 

3. Real-time 1DVAR analysis of atmospheric thermodynamic conditions
An example of the real-time 1DVAR analysis is shown in Fig. 1. The real-time 1DVAR analysis 

system output profiles of thermodynamic profiles and a list of thermodynamic indices such as lifted 
condensation level (LCL), level of free convection (LFC), convective available potential energy 
(CAPE), Showalter stability index (SSI), and lifted index (LI) at the time of every analysis. The 
1DVAR-derived profile data of temperature, water vapor density, and liquid water content was 
converted into a format processable in the Universal RAwinsonde OBservation program (RAOB; 
http://www.raob.com/), and the data were monitored in the form of time-height cross-section as shown 
in Fig. 2. During the aircraft observation campaign, the real-time 1DVAR analysis system and 
monitoring system were used for a flight decision of the convective cloud observation. From the 
viewpoint of predicting convective cloud developments, it would be effective to monitor the 
thermodynamic conditions of the atmosphere using this real-time 1DVAR analysis system combined 
with the kinematic conditions of the atmosphere such as operational surface wind and wind profiler 
observation. 



Figure 1. An example of outputs from the real-time 1DVAR analysis system. Red and blue lines in the left panel 
respectively indicate air temperature and dew point temperature (C) and red, blue, and green lines in the right 
panel show potential temperature, equivalent potential temperature, and saturated equivalent potential temperature 
(K), respectively, at 07:18:21 UTC on September 2, 2013. 

Figure 2. Time-height cross-sections of temperature, equivalent potential temperature, and relative humidity 
obtained from the real-time 1DVAR analysis system for 02:10:00-03:30:00 UTC on September 4, 2013. 
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Hourly	assimilation	including	radar,	cloud,	and	surface	observations	in	the	NOAA	3km	HRRR	
and	13km	RAP	models,	also	with	land-atmospheric	coupled	assimilation	
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The 13km Rapid Refresh (RAP) analysis and 
forecast system and 3km High-Resolution Rapid 
Refresh (HRRR) provides hourly updated shorter-
range forecasts over North America (Fig. 1) for 
severe weather, aviation/transportation, and other 
situational awareness decision making.  The 
HRRR runs out to 21 h, with a new data 
assimilation forecast cycle using latest hourly 
observations to run new forecasts every hour.    

The HRRR and RAP models were 
recently updated (HRRRv2/ 
RAPv3) at NOAA/NCEP in August 
2016.   An overall description of the 
RAP/HRRR configuration for model 
and assimilation details are 
provided in Benjamin et al 2016 
(B16).  The RAPv3/HRRRv2 
versions featured a largely removed 
warm/dry bias (Fig. 2, also B16 - 
section 6) through improved 
assimilation and model physics. 
 
The HRRR and RAP data 
assimilation uses a GSI (NOAA’s 
Gridpoint Statistical 
Interpolation) version enhanced 
by advanced capabilities for: 

1. Hybrid 
(ensemble/variational) 
assimilation (B16, Hu et 
al 2017). 

Fig	1.		Domains	for	3km	HRRR	model	(green)	and	
current	RAP	(RAPv3,	white),	Benjamin	et	al	2016.		
Also	shown	for	the	previous	RAP	(blue)	and	previous	
Rapid	Update	Cycle	models	(red).	

Fig	2.		Surface	verification	over	the	4-month	period	from	1	May	–	31	Aug	2015	
for	12-h	forecasts	from	RAPv2	and	RAPv3	in	eastern	CONUS	region	for	(left	
column)	RMS	error	and	(right	column)	bias	over	period.			Both	RMS	errors	and	
bias	are	calculated	for	forecasts	versus	METAR	observations.		Statistics	in	each	
column	are	for	(top)	2-m	temperature,	(middle)	2-m	dewpoint,	and	(bottom)	
10-m	wind.		(Benjamin	et	al	2016,	Fig	11)	
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2. Radar reflectivity assimilation via latent heating.  Latent heating is applied via a 
digital filter initialization in RAP (Reference B16) and directly at 3km at 15min 
intervals in HRRR (B16). 

3. Cloud and precipitation hydrometeor assimilation (B16), using satellite cloud-top 
and METAR ceiling observations. 

4. PBL-based pseudo innovations from surface observations (B16, 2f). 
5. Full radiance assimilation in hourly RAP cycle (Lin et al 2017). 
6. Soil temperature adjustment via coupled atmospheric-soil assimilation using 

near-surface atmospheric analysis increments (B16, Smirnova et al 2016). 
 
A more recent observation system (impact) set of experiments for 10 different 
observation types revealed that short-range RAP forecast skill is most highly dependent 
on aircraft observations (Fig 3 below, from James and Benjamin 2017). 
Further improvements in radar, cloud, and surface assimilation are included in the 
HRRRv3/RAPv4 update currently planned at NCEP in February 2018. 
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Fig 3.  Observation impact results for RAP (increase in 1000-100 hPa 3/6/9/12h forecast vs. raobs when 
9 different observation types are withheld.   Integrated over 10-day experiments from all three seasons 
(JB17, Fig. 7) showing results for (a) wind, (b) temperature, and (c) relative humidity.  Dashed lines 
indicate the level of 25% forecast error reduction.     Statistical uncertainties are indicated for each 
experiment by narrow black lines showing ±1 standard error from the mean impact. 
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1) Formulation of 3DEnVar/4DEnVar based on a common localisation

Data  assimilation  schemes  based  on  either  3DEnVar  or  4DEnVar  formulation  rely  on  a  representation  of
background error covariances as a Schur product between a raw ensemble covariance matrix and a localisation matrix, in
order to attenuate sampling noise which dominates at long separation distances. For efficiency reasons (e.g. Desroziers et
al 2014), such formulations usually employ a common horizontal localisation function (at a given vertical level) for auto-
covariances  of  all  variables  and also for  associated cross-covariances.  Moreover,  this common horizontal  localisation
function usually depends on separation distance only, and it is thus isotropic.

This approach thus raises specific issues with respect to the choice of variables to which a common localisation is
applied,  because  mass,  wind  and  humidity  fields  can  have  different  error  characteristics  (such  as  typical  scales  and
possible anisotropy), depending on the choice of corresponding variables ; e.g. either geopotential or temperature (T) can
be used for the mass field, while for the wind field, either stream function (y) and velocity potential (c), either zonal (u)
and meridional (v) wind, or vorticity (z) and divergence (h) are often considered.

2) Error characteristics and proposed change of variable for mass and wind

Typical average auto-correlation functions of zonal (respectively meridional) wind components are known to be
anisotropic e.g. in the extratropical mid-troposphere (where the flow is predominantly rotational), since they tend to be
zonally (respectively meridionally) elongated, in addition to be associated to specific negative lobes on the North and
South sides  (respectively on the East  and West sides)  of the considered location at  the origin of the auto-correlation
function (e.g. Daley 1991). Associated cross-correlation functions between zonal and meridional wind components are also
anisotropic for such typical rotational flows, with a zero value at the origin and a quadripole of either positive or negative
values at some distance from the origin. Such features indicate that cross-covariances of u and v are not well suited for the
usual  localisation  based  on  separation  distance.  Different  but  related  characteristics  are  expected  for  predominantly
divergent flows, and it is only in the case of independent rotational and divergent components with equal amplitudes that
zonal  and  meridional  wind  components  are  expected  to  be  isotropic.  Typical  anisotropic  cross-covariances  are  also
classical between e.g. zonal wind and the mass field, due to geostrophic-like effects. These features suggest that zonal and
meridional wind components are not much adequate variables for applying the isotropic localisation which is usually
employed e.g. in 4DEnVar formulations such as in the Météo-France global model ARPEGE.

For these reasons, either vorticity and divergence, or stream function and velocity potential, are often considered
for covariance modelling (e.g. Derber and Bouttier 1999) and for covariance localisation. This is related to the fact that
typical average auto-correlation functions of these variables are nearly isotropic for both rotational and divergent flows.
However, while typical scales of wind components are relatively similar to those of temperature and specific humidity,
stream function and velocity potential are of much larger scale than T, while vorticity and divergence are of much smaller
scale than  T.  These scale differences are directly related to the fact  that  vorticity and divergence (respectively stream
function  and  velocity  potential)  are  spatial  derivatives  (respectively  spatial  integrals)  of  zonal  and  meridional  wind
components.

Therefore, it would be desirable to consider wind variables which are nearly isotropic as stream function and
velocity  potential  (and  as  vorticity  and  divergence),  but  which  have  similar  spatial  scales  as  temperature  and  wind
components. Such wind variables can be easily constructed in spectral space for instance, after noticing that e.g. stream
function  and  vorticity  are  simply  related  by  a  Laplacian  operator  (D),  whose  spectral  coefficients  Dn are  directly
proportional to the square of the total wave number n (or to n(n+1) more precisely). This can be expressed as follows in
terms of spectral coefficients zn,m and yn,m (where m is the zonal wave number) :

zn,m = Dn yn,m

This Laplacian operator implies that the power spectrum of vorticity is related to the power spectrum of stream function
roughly multiplied by  n4, which strongly emphasizes the contribution of large wave numbers to the power spectrum of
vorticity.  This  suggests  that  isotropic  wind  variables,  with  scales  intermediate  between  those  of  (y,c)  and  (z,h)
respectively, may be constructed by applying the square root of the Laplacian operator to stream function and velocity
potential. These transformed variables  y’ and c’ may be called “scaled stream function” and “scaled velocity potential”
respectively, with their spectral coefficients defined by :

( y’ )n,m = (√D)n yn,m and ( c’ )n,m = (√D)n cn,m

This transformation preserves isotropy (because it only depends on n), and power spectra of y’ and c’ are those of y and c
roughly multiplied by n². This is thus expected to provide nearly isotropic variables y’ and c’, whose scales are similar to
those of zonal and meridional wind components.

A similar issue of spatial scale is raised when e.g. the logarithm of surface pressure (ln(Ps)) is considered in
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addition to temperature at different vertical levels (e.g. Derber and Bouttier 1999). This logarithm of surface pressure tends
to have much larger spatial scales than temperature, so that a transform may also be applied to obtain a variable with
similar spatial scales as the other fields. Since surface pressure is strongly related to stream function in nearly geostrophic
flows, it can be considered to apply the same square root of the Laplacian operator to ln(Ps) as for y,c in order to define a
similarly scaled variable : ( [ln(Ps)]’ )n,m = (√D)n (ln(Ps))n,m.

3) Diagnosis of horizontal localisation scales for scaled variables, and preliminary 4DEnVar experiments

In order to evaluate the adequacy of these scaled variables for applying a common horizontal localisation (at a
given vertical level), some localisation length-scales have been diagnosed for a few variables at different vertical levels for
the ARPEGE 4DEnVar system (Desroziers et al 2014), using a 200-member ensemble corresponding to random draws
from the operational ARPEGE background error covariance matrix. Horizontal localisation length-scales have been here
diagnosed using optimality-based localisation diagnostics (Ménétrier et al 2015). 

The corresponding vertical profiles of length-scales (Figure 1) indicate that scaled stream function y’ and scaled
velocity potential c’ have similar localisation length-scales as temperature and humidity. A similar result is obtained for the
scaled logarithm of surface pressure [ln(Ps)]’, whose localisation length-scale is close to those of low-level temperature,
whereas the localisation length of ln(Ps) is about 5 times larger than for temperature.

Preliminary single-observation assimilation experiments also indicate that e.g. the vertical coupling between low-
level temperature and surface pressure is much better preserved when using such scaled variables, due to a more consistent
treatment  of  horizontal  localisation  scales  for  surface  pressure  and  temperature.  Multivariate  relationships  such  as
geostrophy are also expected to be better represented when using these variables, due to underlying nearly isotropic cross-
covariances which are more adequately localised. This is supported in the experimental ARPEGE 4DEnVar system, by
reduced spinup effects when using scaled variables y’, c’ and [ln(Ps)]’ instead of u, v and ln(Ps).

These scaled variables have thus been adopted in current experimentations of the ARPEGE 4DEnVar system
which is under development at Météo-France.

Figure 1: Vertical profile of horizontal localisation length-scales (in m) diagnosed for temperature (T), scaled stream function (Psi’), 

scaled velocity potential (Khi’), humidity (Q) and scaled logarithm of surface pressure (lnPs’). An average profile is used in 4DEnVar.
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1. Introduction 
An essential basis of the success of Numerical Weather Prediction (NWP) and Reanalysis is the massive                
amount of observations, growing in number and quality. Maintaining existing observing systems and             
developing new ones requires enormous resources, and the usefulness of the observed data should be               
evaluated. The direct comparison between a control run (with all the observations) and data denial runs                
known as Observing System Experiments (OSEs) is a straightforward evaluation approach. However,            
with millions of observation assimilated every 6 hours, this task is very challenging. First, the               
computationally expensive experiments limit the number of runs needed to separate the impact of              
observation subsets, so the discernibility is low. Second, the difference between including or not including               
a subset of observations may be insignificant even for 5-day forecasts, given that there are already a lot of                   
additional observations assimilated. Hence accurate impact estimation of small subsets of observations is             
virtually impossible. To overcome these difficulties, we propose to use Ensemble Forecast Sensitivity to              
Observations (EFSO; Kalnay et al., 2012), the ensemble version of the FSO developed by Langland and                
Baker (2004), that attributes the forecast changes back to each observation using future analysis as               
verification, and hence provides an efficient estimation of the impact of each observation on the quality of                 
the forecast.  
 
2. Efficient Quality Monitoring of Data Assimilation using EFSO 
EFSO efficiently quantifies the impact of each observation on any given short period of model forecasts                
and can be used as an online monitoring tool for the quality of data assimilation. As an example, figure 1                    
shows the time evolution of total 6-hour impact of each observing systems throughout a 1-month               
experiment. It is clear that most of the observing systems are beneficial at all times (e.g., the top 3                   
beneficial systems: commercial aircraft reports, GPSRO, and Radiosondes). However, there are several            
observing systems with occasional detrimental episodes, namely Profiler winds, PIBAL, Atlas buoy,            
Dropsondes, NEXRAD winds, and especially MODIS winds. It should be noted that these systems are all                
beneficial on a monthly average but there are some flow dependent conditions that lead to detrimental                
impact in certain times and locations. Making use of EFSO, it is possible to quickly identify data                 
assimilation quality dropouts that depend on flow condition and have detrimental impact on the resulting               
forecasts. 
 
3. Proactive Quality Control (PQC) based on EFSO 
PQC, the fully flow dependent quality control scheme, was pioneered in Ota (2013) and Hotta (2017), in                 
which EFSO was performed with respect to pre-identified forecast bust region and the regional              
EFSO-detected detrimental observations were rejected if belonging to net detrimental observing systems.            
The method (Hotta hereafter) was successful in the original motivation: to avoid occasional forecast busts               
associated with detrimental observations. We further devised two other data denial strategies, namely             
THReshold (THR) and Beneficial Growing Mode (BGM), showing that the forecast skill can be improved               
even further by PQC. In THR, the detrimental observations are rejected if the Moist Total Energy of the                  
error impact is larger than 10​-5 J-kg​-1​. On the other hand, BGM, motivated by Trevisan (2010), only keeps                  
observations that are beneficial to 6-hr forecasts and continue to be beneficial in 24 hours. We compare                 



the three methods on 18 cases from Hotta (2017) in figure 2. The global-and-case averaged relative 5-day                 
forecast error reduction, which is verified by its own analysis, by PQC-Hotta, -THR, -BGM methods are                
~0.5%, 3%, and 5% respectively. These promising results demonstrate great potential in real applications.              
In operation, PQC-THR is unable to keep up with the latest forecast release, but it can improve the final                   
analysis instead and thus improve future forecasts. Furthermore, PQC-BGM, which requires analysis 24             
hours later and is not feasible in operations, can improve the quality of retrospective analysis products                
since future observations are available. 

 

Figure 1. Time evolution of total impact       
(EFSO) for every non-radiance observation on      
6-hour forecasts. Positive values mean the      
impact of the system is detrimental (marked in        
red boxes) and negative EFSO means      
beneficial impact. 

 

 

Figure 2. The relative reduction of 5-day forecast errors in %, measured by the Moist Total Energy (MTE) of the forecast                     
error. Left: MTE obtained with the original PQC approach of Ota et al. (2013) and Hotta (2014), which is successful and gives                      
a reduction of O(0.5%). The PQC-THR approach deletes all observations with a detrimental impact of 10​-5 in MTE units. The                    
PQC-BGM deletes all detrimental observations whose negative impact increases from 6 to 24h. Since it would require a 24h                   
verifying analysis, BGM can only be carried out in a Reanalysis, when future observations and analyses are available. 
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Ensemble data assimilation experiments are often run by perturbing observations and the model in a cycled way. The
links between associated ensemble sensitivity experiments and a possible diagnosis of the amplitude of different error
contributions are here made explicit and discussed, in the context of both global and regional systems.

1. Formal evolution of ensemble perturbations and of errors in data assimilation (DA)

As discussed in El Ouaraini and Berre (2011) and El Ouaraini et al (2015), during a given analysis/forecast step (whose
index is denoted by l, associated to time tl), while the full model state of each ensemble member evolves in a non
linear way (due to non linearities of the forecast model in particular), ensemble forecast perturbations ε̃f

l can be formally
conceived as resulting from linearized accumulation and propagation of three different contributions (equation (1)) :

ε̃f
l = Tl+1 ε̃b

0 +
l∑

i=0

Tl−i Mi Ki ε̃o
i +

l∑
i=0

Tl−i ε̃m
i (1)

where ε̃b
0, ε̃o

i and ε̃m
i correspond respectively to initial background perturbations (introduced at a given initial time t0) and

to recent observation perturbations and model perturbations, both introduced at recent successive steps ti between t0 and
tl. The T matrices represent the following cycling operators over several past successive analysis/forecast steps j :

Tl+1 =
l∏

j=0

Mj (I−KjHj)

Tl−i =
l−1∏
j=i

Mj (I−KjHj)

where Mj is a linearized version of the model operator (around the non linear (unperturbed) deterministic state), Kj is
the specified gain matrix, and Hj is the linearized version of the observation operator.

While this formalism is valid for the evolution of ensemble perturbations, it can also be considered to be representative
of the actual error evolution. This means not only that this formalism can be used for investigating some sensitivity of
ensemble spread to different perturbation sources (e.g. in order to show that ensemble spread is not much sensitive to old
background perturbations, after some spinup period), but it also implies that this formal framework can also be applied to
derive estimates of different contributions to the forecast error amplitude. This is illustrated and discussed in the next two
sections, using some Figures from El Ouaraini and Berre (2011) in section 2, and from El Ouaraini et al (2015) in section
3. Note that these Figures were discussed in terms of sensitivity experiments in these two papers, while we discuss here
their implications with respect to estimation of error contributions.

2. Contribution of initial background errors in a global data assimilation system

Figure 1 illustrates the temporal evolution of global spread of vorticity near 500 hPa for a cold-start configuration (solid
line, associated to zero values for the initial background perturbations : ε̃b

0 = 0) and for a warm-start configuration (dashed
line, corresponding to non-zero values for the initial background perturbations ε̃b

0, thanks to ensemble DA cycling over 6
preceding days) of the ARPEGE global ensemble, in a perfect model framework (i.e. ε̃m

l = 0 at every step l).

According to equation (1), the difference between the squared values of the two curves in Figure 1 can be interpreted
as an estimate of the initial background error contribution (namely Tl+1 ε̃b

0) to the forecast error variance V (ε̃f
l ) at

different steps l of the cycling. The results indicate that the initial background error contribution has an amplitude which
represents nearly half of the forecast error magnitude at initial time t0 (while the other half corresponds to the contribution
of observation errors introduced at time t0). It also appears that this initial contribution tends to vanish after 3 days of data



assimilation cycling, due to successive analysis damping effects during the cycling. This comparative analysis is thus also
a way to study and show to which extent background errors (depending on their “age” with respect to the current cycling
step l) contribute to uncertainties in the data assimilation cycling.

3. Contribution of Lateral Boundary Condition (LBC) errors in a regional data assimilation system

Figure 2 shows the temporal evolution of horizontally averaged analysis spread at 00 UTC for temperature near 850
hPa for the ALADIN-France regional ensemble, using either unperturbed Lateral Boundary Conditions (solid line) or
perturbed Lateral Boundary Conditions (dashed line), in a perfect model framework (i.e. model perturbations are equal
to zero at every step l, except for Lateral Boundary Condition perturbations obtained through the coupling to a global
ARPEGE ensemble).

According to equation (1), the difference between the squared values of the two curves can be interpreted as the contribu-
tion of LBC errors (which are one part of the model errors ε̃m

l ) to forecast error variance (on average over the considered
ALADIN-France domain). The results indicate that LBC errors explain about one third of forecast error variance on
average over the considered area. As illustrated in Figure 3, this contribution varies much over the domain, with values
that tend to be largest near the boundaries and in associated downstream regions. Such sensitivity experiments can thus
be explicitly used to investigate the influence of LBC errors on regional forecast error amplitudes.
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Figure 1: Temporal evolution of
global spread of vorticity near
500 hPa for cold-start (solid line)
and warm-start (dashed line) config-
urations of the ARPEGE global en-
semble.
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Figure 2: Temporal evolution of hor-
izontally averaged analysis spread
at 00 UTC for temperature near
850 hPa for the ALADIN-France re-
gional ensemble, using either un-
perturbed LBCs (solid line) or per-
turbed LBCs (dashed line).
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Figure 3: Horizontal maps of time-
averaged spread of 6h zonal wind
forecasts at 06 UTC, using either
unperturbed LBCs (bottom panel) or
perturbed LBCs (top panel).

4. Conclusions and future work

While sensitivity experiments can be relevant as such in ensemble data assimilation, we advocate their use for additionally
deriving explicit estimations of error contributions, in both global and regional data assimilation systems. Such experi-
ments and diagnostics may also be compared with innovation-based estimates in the future, in order to compare and derive
estimates of model error contributions for instance.
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1. Introduction 

Since March 2017, microwave radiance data 
from the Advanced Technology Microwave 
Sounder (ATMS) of the Suomi National Po-
lar-orbiting Partnership (NPP) spacecraft have 
been assimilated operationally into the global 
Numerical Weather Prediction (NWP) system run 
by the Japan Meteorological Agency (JMA). This 
report briefly describes related data quality con-
trol and the impacts of the assimilation.  

2. Methods 
The 22-channel ATMS is the successor to the 

Advanced Microwave Sounding Unit-A (AMSU-A) 
and Microwave Humidity Sounder (MHS) in-
struments. For the temperature-sounding chan-
nels (6 – 15) of this sounder, an ATOVS and 
AVHRR Pre-processing Package (AAPP) 
FFT-based filter is applied to achieve noise per-
formance similar to that of AMSU-A. For ATMS 
data assimilation into the global NWP system, the 
approaches used for AMSU-A/MHS quality control 
(Okamoto et al. 2005) and variational bias correc-
tion (Sato 2007, Ishibashi 2009) in the system are 
applied. The thinning distance is set to 250 km for 
all ATMS channels. Edge data on field-of-view 
(FOV) numbers at 1, 2 and 95, 96 are not assimi-
lated due to their anomalous biases. The 
RTTOV-10 fast radiative transfer model (Saun-
ders et al. 2012) is used for assimilation.  

Preliminary experiments involving the assim-
ilation of ATMS tropospheric channels (6 – 9, 18 – 

22) and stratospheric channels (10 – 15) were 
performed, with results showing a negative impact 
from the ATMS stratospheric channels that in-
creased normalized standard deviations (STDV) of 
the first-guess (FG) departure from AMSU-A 
stratospheric channels (9 – 14) (Figure 1 (a), green 
line). As the cause of this impact remains unclear, 
ATMS tropospheric channels were selected for 
assimilation into the global NWP system. 

3. Impacts on the NWP system 
Observing system experiments covering periods 

of a month in each of boreal summer 2015 and 
winter 2015 – 2016 were performed to evaluate the 
impact of ATMS data assimilation into the global 
NWP system. The control experiment (CNTL) had 
the same configuration as the operational system 
as of December 2016. Data from ATMS tropo-
spheric channels (6 – 9, 18 – 22) were added to the 
operational observation data set in the TEST ex-
periment. Figure 1 shows changes in the normal-
ized standard deviations of the FG departure. 
Although increased STDV was observed for 
AMSU-A tropospheric channels 6 and 7, results 
from the MHS, Advanced Microwave Scanning 
Radiometer 2 (AMSR2), Global Precipitation 
Measurement (GPM) Microwave Imager (GMI), 
Global Navigation Satellite System Radio Occul-
tation (GNSS-RO) and radiosonde temperature 
observation indicated improved water vapor and 
temperature data in FG fields. Figure 2 shows the 
zonal means of root mean square error (RMSE) 

Figure 1: Normalized changes in the STDV of FG departures from (a) AMSU-A and MHS, (b) SSMIS, AMSR2 and 
GMI, (c) GNSS-RO bending angle and (d) radiosonde temperature observation in the boreal summer experi-
ment. Negative values represent improvement. The horizontal axis indicates differences in normalized stand-
ard deviation. Error bars represent a 95% confidence interval, and dots represent statistically significant 
changes. In panel (a), the green line represents the results of a preliminary test in which stratospheric channels 
10 – 15 were included in the assimilation. 
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differences for geopotential height on day 1 to day 
3 forecasts in the boreal summer experiment. 
Clear positive impacts in the mid- and upper 
troposphere were observed, especially in the 
Southern Hemisphere. The assimilation of ATMS 
radiance data also brought improved tropical cy-
clone track predictions for the experiment periods 
(Figure 3). 

Based on these findings, ATMS radiance data 
have been assimilated into JMA’s global NWP 
system since 29 March 2017. 
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Figure 2: Zonal mean of RMSE differences between CNTL (without ATMS) and TEST (with ATMS) for forecasting 
of geopotential height in August 2015. Positive values indicate forecast error reductions. Verification is against 
the experiment’s own analysis. 

Figure 3: (a) Average of typhoon track forecast errors for August 2015. The red and blue lines represent positional 
errors of TEST (with ATMS) and CNTL (without ATMS), respectively. Red dots indicate the number of cases in-
cluded in the statistics. Forecasts were verified against best-track data from Regional Specialized Meteorological 
Centre (RSMC) Tokyo – Typhoon Center analysis. The horizontal axis indicates forecast time. (b) Difference in 
typhoon position errors between TEST and CNTL. Negative values indicate error reductions, and error bars 
represent a 95% confidence interval. The triangles at the top indicate the statistical significance differences, with 
green indicating significance. 
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1. Introduction 

The Global Navigation Satellite System (GNSS) forms a very important part of today’s 
meteorological observation network. GNSS Radio Occultation (RO) data exhibit fairly uniform 
distribution worldwide, in contrast to data from radiosondes and aircraft, producing vertical profiles 
of atmospheric parameters that can be assimilated into numerical weather prediction (NWP) 
systems without bias correction. The Japan Meteorological Agency (JMA) has been assimilating 
RO data into its global NWP system since March 2007, and began using GNSS RO refractivity 
data in its operational mesoscale NWP system in March 2016. This report outlines the impact of 
GNSS RO data on JMA’s mesoscale NWP system. 

2. Methods 

In JMA’s mesoscale NWP system, RO data from GRACE-A, GRACE-B, Metop-A, Metop-B, 
COSMIC, TerraSAR-X and TanDEM-X are assimilated after application of gross-error quality 
checking. The one-dimensional observation operator in the Radio Occultation Processing Package 
(ROPP) is used for data assimilation. 

 Assimilation in consideration of bending angles often produces better performance than that 
based on refractivity data, as the latter is derived from bending angle observation. However, a 
greater wealth of upper-layer NWP model information is necessary for bending angle assimilation. 
If the NWP model top is under 10 hPa, the use of refractivity profiles is reasonable (Healy 2008). 
The model top in the mesoscale NWP system is about 40 hPa. Comparison of experiment results 
regarding assimilation of RO refractivity and RO bending angle data showed slightly better 
improvement with the former, while improved first-guess temperature profiles were seen with both, 
especially in the upper troposphere. These results suggest that the upper-layer information of the 
current mesoscale model may be insufficient for bending-angle assimilation due to the limited 
model-top height. Accordingly, RO refractivity data are assimilated into the mesoscale NWP 
system. 

3. Impacts on the mesoscale NWP system 

Observing system experiments were performed over periods of a month in each of summer 2015 
and winter 2014 – 2015 to evaluate the impacts of RO refractivity data in the mesoscale NWP 
system. The configuration of the control experiment (CNTL) was the same as that of the 
operational system, and additional use of RO refractivity data was implemented in the test 
experiment (TEST). As shown in Figure 1, changes in the normalized standard deviation of the 
first-guess departure indicate consistent improvement in the temperature field. Figure 2 shows 
profiles of mean errors (ME) and root mean square errors (RMSE) against the radiosonde 
observation of geopotential height. The ME and RMSE reductions are particularly remarkable 
around the upper troposphere. This improvement covered a lead time of around 21 hours.  

Based on these findings, RO refractivity data were assimilated into JMA’s operational mesoscale 
NWP systems as of 24 March 2016. 
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Figure 1: Normalized changes in the standard deviation of first-guess departures from (a) 
AMSU-A and MHS and (b) radiosonde temperature observation in the summer 2015 
experiment. Negative values represent improvement. The horizontal axis indicates 
normalized STDV differences, error bars represent a 95% confidence interval, and red dots 
represent statistical significance. 

Figure 2: Fits to RAOB for 21-hour forecasting of geopotential height from the summer 
2015 experiment. (a) Vertical profile of ME, (b) TEST-CNTL of ME, (c) vertical profile of 
RMSE, (d) rate of RMSE change ((TEST-CNTL)/|CNTL|). The red and green lines 
represent TEST and CNTL, respectively, and error bars represent a 95% confidence 
interval.  
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1. Introduction 

 Hyper Spectral Infrared Sounder (HSS) radiance data from the Cross-track Infrared Sounder (CrIS) on the 
Suomi National Polar-orbiting Partnership (NPP) spacecraft have been operationally assimilated into the 
global Numerical Weather Prediction (NWP) system run by the Japan Meteorological Agency (JMA) since 
March 2017. This report briefly describes related data quality control and the impacts of assimilation. 
 

2. Quality control 

 The CrIS instrument is a Fourier transform spectrometer with a total of 1,305 infrared sounding channels 
covering three bands (i.e., the long-wave (655 – 1,095 cm-1), mid-wave (1,210 – 1,750 cm-1) and short-wave 
(2,155 –2,550 cm-1) spectral ranges). JMA obtains the CrIS 399-channel data set from NESDIS (the National 
Environmental Satellite, Data, and Information Service). 27 long-wave temperature sounding channels were 
selected for use in assimilation. As Aqua/AIRS and Suomi NPP/CrIS are in the same 13:30 afternoon satellite 
orbit, data thinning is necessary for the overlap region to reduce overfitting in analysis. Normally, higher 
priority in data thinning is assigned to CrIS due to its wider swath coverage (CrIS: 2,230 km; AIRS: 1,650 
km). Priority in such thinning depends on available channel numbers (i.e., clear-sky conditions) and the 
distance between the observation and the center of the thinning grid box. CrIS data for particular FOV (field 
of view) numbers (1, 3, 5, 7 and 9) are rejected for assimilation due to their anomalous biases. The method of 
cloud top estimation and cloud screening proposed by Eyre and Menzel (1989), which is already implemented 
in the operational system for AIRS and IASI data processing, is applied to CrIS data. 
 

3. Assimilation experiments 

 Observing system experiments covering periods of a month in each of boreal summer 2015 and winter 2015 
– 2016 were performed to evaluate the impacts of CrIS data assimilation into the global NWP system. The 
control experiment (CNTL) had the same configuration as the operational system. In the test experiment 
(TEST), CrIS data were added on top of the operational observation dataset. 

As shown in Figure 1, changes in the normalized standard deviation of the first-guess departure (FG) in the 
Southern Hemisphere indicate improvement of temperature fields in the stratosphere and the upper 
troposphere for the combined experiment period of summer and winter. Figure 2 shows improvement of 
geopotential height forecasts for the stratosphere and the upper troposphere, especially in summer over the 
Southern Hemisphere. 
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4. Summary 

 Results from assimilation experiments conducted to evaluate CrIS radiance data assimilation into JMA’s 
global system showed that the addition of CrIS long-wave temperature sounding channels produced clear 
improvement of temperature analysis for the upper troposphere and stratosphere. Significant improvement of 
geopotential height forecasting for the Southern Hemisphere was also confirmed. Based on these findings, 
CrIS radiance data have been assimilated into JMA's global NWP system since 29 March 2017. 
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Figure 1. Normalized changes in the standard deviation of FG departures for (a) AMSU-A and MHS and (b) 

GNSS-RO bending angle for the combined experiment period of summer and winter. Negative values 
represent improvement. The horizontal axis indicates differences in normalized standard deviation. Error 
bars represent a 95% confidence interval, and red dots represent statistically significant changes. 

 

 
Figure 2. Improvement ratio ((CNTL – TEST) / CNTL) for zonal mean of differences in RMS error for 

geopotential height forecasting in August 2015. Positive values indicate forecast error reductions. 
Verification is against the experiment’s own analysis. 
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1. Introduction 

 Satellite microwave radiance observation provides information on atmospheric temperature and 

moisture for numerical weather prediction (NWP) models. In this context, the Japan Meteorological 

Agency (JMA) utilizes clear-sky radiance data from the MHS
１

 onboard NOAA
２

-18, NOAA-19, 

MetOp
３

-A and MetOp-B satellite, SAPHIR
４

 onboard Megha-Tropiques satellite, and GMI
５

 onboard 

GPM
６

-core satellite in its global data assimilation system. In addition, JMA began utilizing humidity 

sounding channels from Special Sensor Microwave Imager/Sounder (SSMIS) onboard DMSP
７

 F-17 and 

F-18 satellite in March 2017. Assimilated SSMIS humidity sounding channels (i.e., those located around 

the 183-GHz water vapor absorption line) are calibrated with the Unified Preprocessor Package (UPP) 

(Bell et al. 2008). Assimilating SSMIS UPP humidity sounding channels into the system helps to fill gaps 

among other humidity sounding data coverage areas. This report describes the SSMIS humidity sounding 

channel assimilation procedure and the resulting impacts on analysis and forecasts. 

 

2. Methodology 

It is crucial to detect and discriminate data affected by cloud and precipitation in clear-sky 

assimilation because the effects of cloud liquid water emission and freezing-particle scattering are not 

considered in radiative transfer calculation for data assimilation. Oceanic SSMIS UPP data are used 

because ocean surface emissivity estimation is relatively accurate, whereas estimation of land and sea 

ice surface emissivity is challenging due to inhomogeneity and seasonal dependence. The use of 

oceanic data allows analysis to determine the effects of liquid and frozen hydrometeor particles without 

consideration of complex surface contributions. Expertise gained from research and development on a 

cloud screening method for assimilation with 24 SSMIS observation channels is expected to support 

the future development of all-sky microwave radiance assimilation. 

A new algorithm detects cloud-affected SSMIS data by classifying such information into three 

categories based on hydrometeor types (i.e., cloud liquid particles, snow crystals and ice crystals). The 

determination of each cloud type is based on retrieved cloud liquid water (CLW), the 

polarization-corrected brightness temperature (Spencer et al., 1986), which involves the use of low- 

frequency channels, and the scattering index (Ferraro et al., 2000), which involves the use of high- 

frequency channels. The approach of Weng et al. (1997) is applied for CLW retrieval.  

In JMA’s global data assimilation system, the variational bias correction (VarBC) scheme (Sato 2007, 

Ishibshi 2009) is applied for radiance bias correction. Microwave humidity sounding data are also 

thinned with a distance value of 180 km. 

 

3. Impacts on the NWP system 

The impacts of SSMIS UPP data assimilation in JMA’s global NWP system were assessed in two 

observing system experiments (OSEs) covering the one-month periods of August 2015 and January 

2016. The results showed improved model first-guess (FG) fits to existing MHS and SAPHIR 

observations, which are sensitive to atmospheric moisture, indicating consistent improvement in the 

quality of the model FG water vapor field (Figure 1). The impact of SSMIS UPP data on forecast skill 

was neutral in the January 2016 experiment (figure not shown). In the August 2015 experiment, 

positive impact on skill in forecasting the geopotential height field over the Southern Hemisphere was 

observed (Figure 2). 

 

4. Summary 



A cloud detection algorithm for the clear-sky assimilation of SSMIS humidity sounding channels 

was developed and implemented in JMA’s global NWP system. The algorithm was effective for the 

screening of cloud-affected data. OSE results showed that the use of SSMIS UPP data improved the FG 

water vapor field and geopotential height forecast skill for the Southern Hemisphere in the January 

2016 experiment. Based on these findings, assimilation of SSMIS humidity sounding data into JMA’s 

global NWP system was begun in March 2017. 
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Figure 1. Normalized changes in the standard deviation of FG departures to MHS and AMSU-A for (a) 

the experiment of August 2015 and (b) that of January 2016. Negative values indicate FG field 

improvements. 

 

 

 

 

 

 

 

 

Figure 2. Latitude-Altitude cross section of changes in RMSE of geopotential height fields for (a) 

24-hour forecast, (b) 48-hour forecast, (c) 72-hour forecast, (d) 96-hour forecast. Warm colors 

indicate improvement in the forecast skill. 
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 MHS: Microwave Humidity Sounder 
２ NOAA: National Oceanic and Atmospheric Administration 
３ MetOp: Meteorological Operations 
４ SAPHIR: Sounder for Probing Vertical Profiles of Humidity 
５ GMI: GPM Microwave Imager 
６ GPM: Global Precipitation Measurement 
７ DMSP: Defense Meteorological Satellite Program 
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1. Introduction

The next operational global forecasting system at NCEP will employ the FV3 dynamical core
developed at NASA/GSPC and NOAA/GFDL by Lin and his colleagues (Lin and Rood, 1996;
Putman and Lin, 2007) and it will become necessary to adapt NCEP’s existing Global Statis-
tical Interpolation (GSI) data assimilation system to the new grid framework employed by the
FV3. The most challenging part of this task will be the reformulation of the spatial covariance
operators. The grid framework is that of the gnomonic cubed sphere, shown schematically in
the figure. The attractive properties of the grid are that, in each of its six tiles, it is free of
singularities or significant curvature, and its resolution is almost uniform. But a characteristic
feature of that grid that needs to be taken into account in the course of formulating suitable
spatial covariance operators is its inherent obliquity, varying with distance from the median
lines of each tile and becoming as large as 120◦ at the grid corners.

Figure 1. Schematic illustration of the equiangular gnomonic cubed-sphere grid, showing its characteristic weak
nonorthogonality.

At present the global GSI covariances are generated on overlapping orthogonal grids (two
polar stereographic, sandwiching one nonpolar cylindrical) using the method of sequential
spatially-recursive filter as described in, for example, Purser et al. (2003). In the new con-
figuration, a single type of grid suffices, but six copies of it entails some additional interpolation



and blending. The nonorthogonality can be accommodated by augmenting the set of line di-
rections of the one-dimensional smoothers to include the principal grid diagonals as well as
just the two main grid directions in the horizontal; essentially this method is already used in
NCEP’s operational Real Time Mesoscale Analysis (RTMA, see de Pondeca et al., 2011) to
achieve general horizontal anisotropy in an orthogonal grid, whereas we now seek, conversely,
to achieve isotropy from a grid that is oblique.

We intend to take the opportunity to investigate whether the recursive filters, with their in-
convenient infinite impulse-response, can be replaced with alternative quasi-Gaussian smoothers
based on B-splines (de Boor, 1978), whose contrasting finite impulse-response should obviate
the need for the massive and non-scalable data motion that the present methods of paralleliza-
tion involves. Another opportunity suggested by the geometrical simplicity and regularity of the
new grid is to adopt an explicitly “multigrid” approach to the additive synthesis of the covari-
ances from many isotropic Gaussian components covering a broad range of scales. By suitably
weighting each such component, we gain more flexible control over the covariance profile shape
than is feasible in the GSI as presently formulated.
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1. Introduction

The underlying principle of variational quality control (VQC) is the realistic assumption that ac-
tual errors (including those representation errors attributable to the limitations of resolution) of
meteorological measurements used to drive a data assimilation deviate from Gaussianity by hav-
ing distinctly heavier tails (Purser, 1984; Lorenc and Hammon, 1988; Andersson and Järvinen,
1999). The Bayesian implications for a variational assimilation that seeks to minimize the cost
function in the form of the negative log-posterior probability density is that the measurements
should be adaptively down-weighted when their departures (‘O-A’) from the analysis to which
they are contributing become relatively large.
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Figure 1. Examples of the standardardized forms of the super-logistic model with neutral tail convexity (red),
and increasing amounts of negative convexity (blue and green). Panel (a) shows the log-probability densities, with
the Gaussian case included for comparison as the black parabolic curve, while panel (b) shows the profile, also as
a function of the standardized O-A, of each corresponding weight factor. The effective weight of a measurement

used in the assimilation is the product of this factor and its nominal weight.

2. New developments

We have recently explored the use of a probability model for measurement errors based on
a generalization, described in Purser (2011), of the logistic distribution. The classical logistic,
or ‘sech-squared’, density has a convex log-probability profile which resembles the Huber distri-
butions of Tavolato and Isaksen (2014), so that it is incapable of producing multiple minima in
the cost function (unlike the constant-plus-Gaussian model of the earliest VQC schemes), and it
also seems to fit the error-distributions of many real data types better. However, for some data,
the shapes of the tails of the distributions indicate that at least a small degree of concavity is
needed, and this is accommodated by the ‘super-logistic’ generalization of Purser (2011) that
we are presently testing within NCEP’s Gridpoint Statistical Interpolation. The figure shows
examples of the super-logistic model’s log-probability with varying degrees of the prescribed



convexity (panel a) together with the corresponding effect on the multiplicative factor (panel
b) by which the measurements are down-weighted from their standard (Gaussian model) pre-
cision weight. The potential risks associated with multiple minima in the cost function will
be mitigated in practice by running the first several iterations of the minimization of the cost
function using a temporarily neutral convexity parameter, i.e., the ordinary logistic model.

A further development, which the generalization of the logistic model allows us to explore,
is the application of these statistical principles to series of coupled measurements. If a set of
measurements are assumed to have been made with the same instrument, the detection of a
likely gross error in just one of the measurements (an excessively large O-A) can be used to
infer a needed down-weighting, not only of itself, but also of its related neighbors even when
their own O-A diagnostics alone, are not sufficiently deviant to detect the problem. There are
both in situ and satellite data types where such an implicit coupling of gross error effects could
prove beneficial to the production of more robust and reliable assimilations.
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Introduction

In the EnKF, the prior covariances (the B matrix) cannot be accurately estimated from a small

affordable background ensemble. Errors in the ensemble sample covariances are normally miti-

gated by a number of ad-hoc devices like covariance localization, variance inflation, and mixing

with climatological covariances. In a new Hierarchical Bayes Ensemble (Kalman) Filter, termed

HBEF, we propose an objective Bayesian estimation technique for B. The HBEF advances

the EnKF methodology by introducing a full-fledged secondary filter, which treats the prior

covariances like the traditional EnKF treats the state vector.

Methodology

The HBEF introduces a forecast-analysis update cycle for the prior covariances. At the analysis

step, the B matrix is estimated using a background for B (Bf , provided by the forecast step)

and the ensemble. To combine the information from Bf and from the ensemble members, a

hyperprior probability distribution for B is introduced. The Inverse Wishart matrix variate

probability distribution is used as the hyperprior distribution. The hyperprior distribution is

updated in the analysis using the Bayes theorem, with the ensemble members treated as gener-

alized observations on B. This leads to an EnVar like analysis algorithm. The posterior mean

B is computed and propagated at the forecast step to the next analysis time using persistence

or regression to climatology.

Results

The below Figures present results for the one-variable doubly stochastic model of truth. The

model is a first-order auto-regression forced by the white noise; the coefficients of the auto-

regression are random processes by themselves governed by their own first-order auto-regressions

but with constant coefficients. The model is designed to exhibit intermittent instability. The

solution of the model equation is a non-stationary random process with the tunable degree of

non-stationarity.

Figure 1 shows the analysis RMSEs (w.r.t. the known “truth”, the averaging was over 2 · 105

assimilation cycles) as functions of the ensemble size N for several filters (with the analysis

RMSE of the unbeatable benchmark Kalman Filter subtracted). One can see that the HBEF

was by far better than the (stochastic) EnKF and the variational (Var) filter. For small N < 5,

the Var became more competitive than the EnKF, but still substantially worse than the HBEF.

The HBEF has also been tested with a doubly stochastic advection-diffusion-decay model

on the circle, with similar results.

An important advantage of doubly stochastic models is that they allow the estimation of

the true signal, forecast-error, and analysis-error probability distribution—in particular, signal

and error variances—for each time instant separately (signal and error “statistics of the day”).

The estimated true error variances can be compared with the respective variances produced by

the filter. The estimated systematic errors (biases) in the forecast-ensemble sample variances

are presented in Fig.2. One can see that, first, the biases in the ensemble variances were mostly

1



Figure 1: Analysis RMSEs for several filters as functions of the ensemble size N .

negative for both filters. Second, they were larger when the true variances were larger. Third,

the biases for the HBEF were significantly less than those for the EnKF.
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Figure 2: Segments of the time series: the true error variances for EnKF and HBEF (two upper curves)

and the biases (with the 95% confidence intervals) in the forecast ensemble variances (two lower curves).

For a full exposition, see Tsyrulnikov and Rakitko (2017).
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1. Introduction 
Observations in the surface boundary layer over the ocean are valuable because of rarity. In addition, the vertical 
profile of winds near the sea surface is not well known so that the Monin-Obukhov similarity theory is used in the 
atmosphere model. A recent study of Yonehara et al. (2016) reported a new method for the estimation of surface 
winds by observations of seabirds soaring over the sea. We used a bird-based wind dataset to study the impact of 
surface winds measurement on the September 2015 Heavy Rainfall Event in Tohoku Regions using the local 
ensemble transform Kalman filter (LETKF) implemented with the nonhydrostatic model (NHM) developed by the 
Japan Meteorological Agency (JMA)(Kunii, 2014). 

2. Data and method 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 
Forecast experiments were performed by a 3-km mesh atmosphere-wave-ocean coupled model based on the 

NHM (Wada et al., 2010). The initial time was 1200 UTC 10 September in 2015 and the integration time was 36 
hours. The grid size was 1141 x 961 x 55. The time step of the NHM was 4 seconds, that of the ocean model was 24 
seconds and that of the ocean wave model was 10 minutes. Atmospheric initial and boundary conditions were created 
from the analysis in the CTL and TEST experiments, respectively. Oceanic initial conditions were obtained from the 
objective analysis of JMA with the horizontal resolution of 0.5˚ in the latitude-longitude coordinate system.   

3. Results 

3.1 Impacts for analysis on surface winds 
Figure 1a shows the horizontal distribution of the trajectory of three seabirds during the observation period. In situ 
surface winds were obtained along the east coast of Tohoku Region. Figures 1b-e show the horizontal distributions 
of the difference in surface winds between CTL and TEST experiments at 0600 UTC (Figures 1b-c) and 1800 UTC 
(Figures 1d-e) on 10 September. At 0600 UTC, the difference appears east of Tohoku Region with the amplitude less 
than 3 m s-1. The area of the difference with the amplitude higher than 1 m s-1 shifted eastward where the extratropical 

Ensemble size 50 

Grid size 273 x 221 x 50 (Δx = 15 km) 

Covariance inflation 
relaxation-to-prior spread  
 (Whitaker and Hamill 2012) 

Covariance localization 
Horizontal 200 km,  
Vertical 0.2 ln p 

Analyzed variables u, v, w, t, p, qv, qc, qr, qci, qs, qg 

Extended forecast 817 x 661 x 50 (Δx = 5 km), up to 48 hours 

 

Data assimilation experiments were conducted by using 
NHM-LETKF. The specification is shown in Table 1. 
Yonehara et al. (2016) reported a method to estimate wind 
velocity from Global Positioning System (GPS) track data 
(one second interval) of soaring seabirds by taking into 
account the effect of wind drift to the ground velocity of 
the birds. This method was applied to the track of three 
streaked shearwaters released in September 2015 to obtain 
wind’s guess data per five minutes when the bird was 
flying. The period was from 2000UTC 9 to 2100 UTC 10 
in September. 10-m wind data was estimated based on the 
similarity theory and were used for assimilation in the test 
experiment (TEST), while the control experiment (CTL) 
was conducted by the NHM-LETKF without wind data by 
seabirds soaring (Table 2). Mesoscale Analysis (MA) 
dataset and Comprehensive Database for Assimilation 
(CDA) archived in JMA were used in both experiments.   

Observation data within ± 5 minutes at the 
reference time of each cycle were averaged over the model 
grid spacing because of the horizontal resolution of 15 km 
and the assimilation interval of 1 hour. The data used in the 
TEST experiment were regarded as super observations. 
The observation error was preliminarily set to 1.0 ms-1, 
which is the same as the error of the other typical in situ 
observations.  

 

Experiment Observations 

CTL MA CDA4 

TEST MA CDA4 + winds by seabirds soaring 

 

Table1 NHM-LETKF specifications 

Table 2 Experiments 



cyclone transited from Typhoon Etau existed as if the difference was propagated by environmental flow enhanced by 
Typhoon Kilo. However, the amplitude of the difference decreased with time. In addition, the seabird winds 
measurement could not affect the analysis of Typhoon Kilo on the upstream side: Easterly winds were frequently 
observed by seabird soaring along the east coast of Tohoku Region.    
 
 
 
 
 
 
 
 

3.2 Impacts for forecasts on local heavy rainfalls  

 
 
 
 
 
 
 
 
 

Figure 2a shows the horizontal distribution of analyzed hourly rainfall and 10-m winds at 1800 UTC 10 September. 
A linear rainband with two locally salient linearly rainfall areas was analyzed in the northern Japan Region, including 
Tohoku Region. Figures 2b-e show the results of numerical simulation for a 9-h forecast starting at 1200 UTC, valid 
3 hours later than the analysis shown in Figure 2a. A linear rainband shown in Figure 2a was reasonably simulated at 
that time. There was no significant difference among the four experiments: simulations by the NHM and the coupled 
NHM in the CTL experiment and those in the TEST experiment. The results suggest that there was less impact on 
the linear rainfall of surface winds measurement by seabirds soaring over the ocean although the heavy precipitation 
occurred on the downstream side of the observations and the difference propagated toward the location of the linear 
rainband. 

4. Concluding remarks 
We set the horizontal resolution of 15 km and the assimilation interval of 1 hour in the TEST experiment, which 
seems to be too coarse to utilize in situ observations more efficiently because the area of the observations was spatially 
and temporally limited. Further computational resources are needed to conduct the assimilation experiments by high-
resolution NHM-LETKF and to investigate the impact more precisely.  
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Figure 1 (a) Horizontal distribution of the locations of surface winds measurement during the observation period. (b) Horizontal distribution of the 
difference in surface zonal winds (color shades) between CTL and TEST (TEST-CTL) at 0600 UTC 10 September, (c) same as (b) except at 1800 UTC, 
(d) same as (b) except in the surface meridional winds and (e) same as (d) except at 1800 UTC with simulated sea-level pressures. The contour interval 
is 2 hPa. 

Figure 2 (a) Horizontal 
distribution of analyzed 
hourly rainfalls (shades) with 
10-m winds (red vectors) at 
1800UTC 10 September.  
(b-e) Horizontal distributions 
of hourly rainfall forecasts (b) 
by the NHM and (c) by the 
coupled NHM in the CTL 
experiment and (d) by the 
NHM and (e) by the coupled 
NHM in the TEST 
experiment. Contours indicate 
sea-level pressures with the 
interval of 2 hPa.  
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Objective and background 
A Rapid-Update Real-Time Mesoscale Analysis (RU-RTMA) system is an extension of RTMA from an hourly analysis to a 
15 minute analysis, which is developed primarily to provide a near-real time grid analysis of surface visibility and ceiling 
height for the Helicopter Emergency Medical Services (HEMS) tool running at the Aviation Weather Center, NOAA.  

The full set of products comprise a gridded analysis of surface visibility and ceiling height (C and V), surface pressure, 
temperature and moisture at 2 meters, and wind speed and direction, as well as wind gust, all at 10m.  The products are 
available for the contiguous United States (CONUS). 

The following three aspects enable the development of RU-RTMA:  (1) The advent of the HRRR, a high resolution 
numerical weather forecast model with a sophisticated cloud prediction scheme; (2) the existence of a reliable and 
dense network of observations; and (3) the prior development of the RTMA, which includes an hourly analysis of C and 
V.  (Pondeca et al. 2016a, 2016b) 

Considerable effort has been devoted to RU-RTMA's computing efficiency in order to deliver the analysis products no 
later than 20 minutes past the analysis time. With the emphasis on C and V, the observation selection algorithm of the 
original RTMA was modified to select only one observation per site, specifically, the one closest to the analysis time.  
Most C and V observations are from METAR sites, which are normally reported hourly. However, in the advent of 
affecting-flight weather systems, sub-hourly special reports (SPECIs) are also generated.  Although SPECI reports are not 
particularly numerous, they are extremely important to RU-RTMA by reflecting the current weather conditions.  The 
modified algorithm ensures the SPECIs always get the strongest weight in the analysis. The typical window of the 
observations ranges from 30 minutes before to 8 minutes after the analysis time. 

RU-RTMA system 
RU-RTMA includes four components: preparation of the first guess for the analysis; preparation of the observation files; 
the analysis itself, which is performed with EMC's gridpoint statistical interpolation (GSI) system; and the post 
processing, which converts the analysis to GRIB2 format.   Below is a schematic illustration of the RU-RTMA components.  

 
Preliminary Results 
The quality of the RTMA depends on several aspects, including accuracy of the estimated forecast error 
covariance and observation error covariance. In particular, the known non-normal distribution of the 
observation innovations for C and V as well as the discrete nature of these parameters renders the analysis 
particularly challenging. Of note is that currently only static error statistics are used in RTMA. RU-RTMA faces 
similar challenges as the hourly RTMA. In addition, because of the small observation time window, fewer 
observations are included in the RU-RTMA assimilation than in RTMA, which has a dump window of roughly +/- 
30 minutes around the center of each hour. 
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Our first overall check is to compare the number of observations read in and the observations assimilated 
between RU-RTMA and RTMA, as shown in the Table below for the selected analysis time of 0000Z 17 December 
2016.  The number of observations for each 15-min window is less than that in RTMA, but the sum is more than 
that in the RTMA, as expected.  The behavior of RTMA and RU-RTMA is similar in the number of assimilated 
observations. 
 
 
 
 

                         

                          
 
Figure 1 Comparison of surface visibility (in miles, top panels) and ceiling height (in 100’s of feet, bottom panels) 
between hourly RTMA (left column) and RU-RTMA (middle column) for 0000Z 17 Jan. 2017. The pattern and 
magnitude are quite similar. Note that both systems show a center of low C and V over the Midwest States. The third 
column shows the difference plot (RTMA minus Ru-RTMA) over this center. No significant differences are seen.  

 
On-going work 
Continue to assess the quality of the initial 15-min C&V products for CONUS.  Compute verification statistics 
using independent data.  Extend RU-RTMA to Alaska. 
 

For RU-RTMA data information, contact Runhua.Yang@noaa.gov or Steven.Levine@noaa.gov 
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RU-RTMA: Total number of obs read in for each 15-min analysis 
(Top). Number of assimilated obs when only one ob per site is 
selected (bottom).  VIS denotes visibility, CIG denotes ceiling height.  

RTMA: Total number of obs read in within a one 
hour window (top). Number of obs assimilated 
(bottom).  VIS denotes visibility, CIG denotes cloud 

   
 

      
 

 


	BB_17_S1_beg
	01_Araki_Kentaro_Real_Time_1DVAR
	01_Benjamin_Stan_HRRR_RAP_data_assimilation_including_radar
	01_Berre_Loïk_ChageVariableLocalisation
	01_Chen_Tse_Chun_EFSO,_Quality_Monitoring,_Proactive_QC
	01_El_Ouaraini_Rachida_Error_contributions_in_ensemble_data_assimilation
	01_Hirahara_Yoichi_ATMS_Assimilation
	01_Hirahara_Yoichi_GNSS_RO_Assimilation
	01_Kamekawa_Norio_Assimilation_of_Suomi
	01_MURAKAMI_YASUTAKA_Assimilation,_Humidity_sounding_channels_,SSMIS
	01_Purser_R._James_Covariance_operators
	01_Purser_R._James_quality_control
	01_Wada_Akiyoshi_SeabirdWindAssimilation
	3.1 Impacts for analysis on surface winds
	3.2 Impacts for forecasts on local heavy rainfalls

	01_Yang_Runhua_real_time_mesoscale_analysis



