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Recent studies suggested decadal time scale as the most dominant of the Arctic climate variability [e.g., 
Mysak and Venegas, 1998]. The origin of the Arctic climate decadal variability and mechanisms regulating this 
variability are still unclear and need to be determined and investigated. In this study we generalize and investigate in 
detail a mechanism of decadal variability in the Arctic proposed by Proshutinsky and Johnson [1997] and 
Proshutinsky et al. [2002].  

The Arctic Ocean and the GIN Sea (Greenland, Iceland, Norwegian Seas) are viewed as a closed ice-ocean-
atmosphere climate system. Decadal variability in this system is driven by fresh water (FW) and sensible heat fluxes 
controlled by alternating between-basin oceanic and atmospheric gradients. When the Arctic High prevails 
(anticyclonic circulation regime (ACCR) or low AO/NAO), the interaction between basins is suppressed and the 
fluxes are weak. When the Icelandic Low prevails (cyclonic circulation regime (CCR) or high AO/NAO), the 
interaction between the basins is intense and the fluxes are strong. The hypothesized behavior of the system is 
shown on Fig. 1. 

An idealized Arctic Ocean – Greenland Sea model has been designed (Fig. 2) to reproduce the cyclic 
anticyclonic/cyclonic (low/high AO or NAO) regime shift in the Arctic Ocean as an auto-oscillatory behavior of the 
studied region. The Arctic module includes an Arctic Ocean model coupled to a thermodynamic sea ice model, a 
sea-ice shelf model, and an atmospheric box model. The Arctic Ocean model is one-dimensional, three-layer and 
time-dependent similar to Björk [1989]. The atmospheric box model estimates SAT from the total energy balance, 
with interannual variability induced by varying heat flux, Fh, from the Greenland Sea atmospheric box. Fh is a 
function of surface air temperature (SAT) difference between the Arctic and the Greenland Sea modules. The 
Greenland Sea ocean model is one-dimensional and time dependent and is, in general, similar to the Arctic Ocean 
model. The oceanic model is coupled to a thermodynamic sea ice model and an atmospheric model. The 
atmospheric model calculates SAT anomalies for computed surface heat flux. The Greenland Sea module describes 
the seasonal and interannual variability of the heat content of the GIN Sea region assuming that it is related to the 
air-sea surface heat flux. The air-sea heat flux, in turn, is determined by the intensity of deep convection in the 
Greenland gyre which is controlled by the amount of FW advected from the Arctic Ocean (Ffw). The model has been 
run for 110 years, with the first 10 years spin-up. Different climate states are reproduced in the model by different 
rates of Ffw and Fh (Figs. 3a and 3b). 
 The major result of the study is that the model reproduces the hypothesized behavior of the system 
(compare Fig. 3c with Fig. 1). The period of simulated oscillations is 10 to 15 years (Fig. 3d) which agrees with 
Proshutinsky and Johnson [1997]. To demonstrate the correspondence of the model output to observations, 
simulated and observed SAT and net surface heat flux in the Arctic and Greenland Sea are presented in Fig. 4. Note 
the difference between the characteristics simulated for different regimes (blue and red curves).  
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Fig. 2. Schematic of the Arctic Ocean – Greenland 
Sea model system. Fs is surface heat flux, Fw is water 
exchange between the Arctic Ocean model and Arctic 
shelf box model, Ffw is the freshwater flux to the 
Greenland Sea model, Fh is heat flux to the Arctic 
atmospheric model. 
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Fig. 4. Model output: Mean ACCR and CCR SAT and 
surface heat flux in the Arctic Ocean and Greenland Sea. 
Time series of simulated daily SAT in the Greenland Sea 
(a) and the Arctic Ocean (b) averaged over the last years of 
ACCR (blue lines) and CCR (red lines) forcing. Green 
asterisks denote monthly mean values obtained from 
NOAA-CIRES CDC data over the period 1948-2001. 
Vertical green bars are the 98% confidence intervals for 
the CDC means. Abscissa is time, end of months. (c) Same 
as (a) but for the Greenland Sea surface heat flux. (d) 
Same as (b) but for the Arctic Ocean surface heat flux. 

Fig. 3. (a) Monthly freshwater outflow from the 
upper 100 m of the Arctic Ocean during the weak 
interaction phase (blue) and strong interaction phase 
(red). (b) Similar to (a) but for the heat flux. (c) Heat 
flux vs. gradient of dynamic height (∆Hdyn) for 110 
years of simulated behavior (compare with Fig. 1). 
(d) Annually averaged SAT gradient (∆T) for 110 
years. Bullets denote system states shown on (c). On 
(c) and (d), red segments denote high AO/NAO 
years, blue low AO/NAO. 
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Fig. 1. Hypothesized behavior of the Arctic –
GIN Sea climate system. Abscissa is the between-
basin gradient of SAT or dynamic height. 
Ordinate is the intensity of interaction between 
the basins, either FW or heat flux. Blue segments 
denote weak interaction and red segments intense 
interaction. 

Section 9 2004-07-30 Page 2 of 12



Study of Air-Sea Interaction over Hudson Bay and its Effect on Regional Climate of 
Québec by using the MRCC coupled with MRO. 

 
Minwei QIAN(1), Daniel CAYA(2), François SAUCIER(3) and René LAPRISE(1)

 
(1) Université du Québec à Montréal 

(2) Ouranos 
(3) Institut Maurice-Lamontagne de Pêches et Océans Canada 

 
Abstract 
 

The MRCC (Modèle Régional Canadien du 
Climat), which is developed at UQAM, has been 
coupled with MRO (Modèle Régional d’Océan), 
which is developed at Institut Maurice-Lamontagne 
of the Department of Fishers and Oceans Canada. 
This coupled model will be used to study the regional 
climate change around Hudson Bay region. The 
results show that the regional climate in Quebec is 
very sensible to the Hudson Bay, especially in the 
north of Quebec. The atmospheric temperature near 
surface could change greatly due to the presence of 
sea ice. Since the coupled model is able to reproduce 
the coverage of sea ice reasonably, it seems to be a 
reliable model to study the regional climate over 
Quebec. 
 
1. Introduction 
 

One of the most important features of 
Hudson Bay is the highly variable sea ice coverage. 
The Hudson Bay is completely covered by ice in 
winter and becomes ice free in September. The actual 
amount of ice and its distribution show large year to 
year variability. Due to its high albedo and its 
isolation properties, sea ice impacts on the regional 
climate near the Hudson Bay, especially to the region 
of northern Quebec that is located downwind of the 
Hudson Bay. The purpose of this study is to 
understand how sensitive the surface air temperature 
over Quebec region is with respect to ice coverage.  
 
2. The diagram of coupled model 
 
 The Pipe technique is applied to couple 
MRCC and MRO. This technique allows MRCC, 
MRO and the Coupler to run in parallel with 
communications among different CUPs (Figure 1). 

In each 30 minutes, the MRCC transfers 
screen air temperature, wind, humidity, long wave 
and short radiations and precipitation to MRO. At the 
same time, the MRO transfers sensible, latent heat 
fluxes, albedo, sea surface temperature, ice 
concentration, ice movement and sea current to 
MRCC.  In order to have all fluxes be conserved at 

the coupling interface, all fluxes mentioned above are 
calculated in one model and then transferred to the 
other.  

 

 
Figure 1. Diagram of coupled model 

 
 
3. Results 
 
 The simulations of the coupled model begin 
on 1st of August 1996. In order to learn the sensitivity 
of ice to the regional climate in Quebec, two 
simulations are performed. The difference between 
the two simulations lies in the initialization of ocean 
temperature for Hudson Bay ocean model. One 
simulation starts with normal initialization of ocean 
temperature for Hudson Bay. Another starts with a 
warmer state of ocean temperature. The simulation 
starting with warmer temperature (around 3-5 C 
warmer) results in less ice and we might find some 
differences in atmosphere due to this ice difference.   
 
 Fig. 2 shows the simulated ice concentration 
(monthly average) for December 1996 with normal 
initialization of ocean temperature for Hudson Bay 
ocean model. Fig. 3 shows the same as Fig. 2 but with 
warmer initialization. Clearly in the normal 
simulation, the ice coverage is about 40 – 90 % in the 
most area of Hudson Bay, while in the warmer 
simulation, the ice appears only in the half of the 
Hudson Bay area.  
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Figure 2. Simulated ice concentration in Dec. 1996 
with normal initialization of ocean temperature for 
Hudson Bay ocean model 

 
Figure 3. Simulated ice concentration in Dec. 1996 
with warmer initialization of ocean temperature for 
Hudson Bay ocean model 

 
 This ice difference results in the difference 
of atmospheric temperature around Hudson Bay 
region. Fig. 4 represents the air temperature at 1000 
mb in December 1996 from normal simulation 
(corresponding to Fig. 2).  Fig. 5 represents the 
difference of air temperature between the warmer 
simulation and the normal simulation. The difference 
can reach 0.5 C to 2.0 C over the northern Quebec 
region.  

 

 
Figure 4. Simulated air temperature in Dec. 1996 
(monthly mean) at 1000 mb corresponding to Fig. 2. 
 

 
Figure 5. The difference of air temperature (monthly 
mean) at 1000 mb between the warmer simulation 
and the normal simulation (Warmer – Normal) 
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1. Introduction 
In the Japan Meteorological Agency (JMA), a typhoon model with renewal physical processes has been 
operated since July, 2003. In the present report, this model of which horizontal resolution was 20km 
around the typhoon center was coupled with a mixed layer ocean model. Numerical experiments 
concerning with the intensity prediction of typhoons and their ocean responses were conducted using the 
typhoon model and the coupled model. Conveniently, only sea surface boundary process was replaced 
into the old version which was based on Kondo (1975). Consequently, precipitation and radiation 
processes are modified from the old typhoon-ocean coupled model. Three cases are numerically 
experimented with two different precipitation and radiation schemes and with or without ocean coupling. 
Naming convection of the numerical experiments is shown in Table 1. Typhoon BILIS in August 20, 2000, 
Typhoon WUTIP in August 28, 2001, and Typhoon PHANFONE in August 13, 2002, which dates mean 
the initial time of time integration, are taken as the case study.  
2. Precipitation and Radiation 
In the previous typhoon model (TYMOLD), cloud water content and cloud cover were diagnostically 
estimated by empirical formulas. In the case of TYMKON and CMKON, cloud processes are described by 
prognostic equations for cloud liquid water and by diagnostic relation for precipitation. As for the mixed 
phase, the distinction between the water and ice phase is made as a function of temperature. At the 
temperature less than -15℃, the phase was assumed to be ice. At the temperature more than 0℃, the 
phase was assumed to be water. Cloud ice content is proportionally determined in the mixed phase 
between -15℃ and 0℃. In the cumulus parameterization of Arakawa and Shubert (1974), an enhanced 
mechanism of cumulus convection is introduced. However, a treatment of the vertical transport of 
horizontal momentum by convection has not been introduced. A treatment of mid-level convection would 
change to a mass flux scheme, which was previously treated as the moist convective adjustment. A 
broad-band flux emissivity method for four spectral bands is used for longwave radiation. A two-stream 
formulation using the delta-Eddington approximation of which spectrum is divided into 18 bands is used 
for shortwave scattering and absorption. In the previous shortwave model used in TYMOLD and 
CMOLD, planetary albedo under a clear sky was under-evaluated in comparison to the observation. 
Here, a scheme with Briegleb (1986) parameters is used. A direct effect of aerosol to shortwave and 
longwave radiation is additionally installed. A treatment of cloud fraction under a clear and cloudy sky 
in the shortwave radiation is also refined in TYMKON and CMKON. This enables to treat multiple 
reflections between layers accurately. A parameterization of an ice particle effective radius is modified. A 
parameterization of cloud emissivity for longwave radiation is newly formulated. Absorption coefficients 
of cloud water and ice represent a function of the effective radius. The cloud emissivity is estimated by 
formulas of Kiehl and Zender (1995) and Chin (1994).  
3. Results 
Differences of minimum sea level pressures (MSLPs) between TYMOLD and TYMKON and between 
CMOLD and CMKON are evident in Fig. 1(a)-(c) and Table 2-1. However, the issue that the amount of 
MSLP is under-evaluated still remains in the predictions of Typhoon BILIS and Typhoon WUTIP. In the 
predictions of Typhoon WUTIP and Typhoon PHANFONE, each intensity in the cases of TYMKON and 
CMKON is stronger than that in the cases of TYMOLD and CMOLD (Table 2-2), while this result seems 
not to be in accordance with that in the prediction of Typhoon BILIS (Fig.1(a)) particularly at around 
T+30h. Nevertheless, the intensity in the prediction of Typhoon BILIS in the cases of TYMKON and 
CMKON is stronger than that in the cases of TYMOLD and CMOLD in the latter integration. 
Modification of precipitation and radiation processes doesn’t affect only the intensity prediction but also 
the size of typhoons. The sizes of the typhoons in the case of CMKON are respectively larger than those 
in the case of CMOLD (Table 3-1). This result is completely opposite to that by the ocean coupling effect 
(Table 3-2). In addition, the modification causes the differences of horizontal distribution of precipitation 
and turbulent heat fluxes. The precipitation in the cases of TYMKON and CMKON tends to concentrate 
on around a typhoon although that in the cases of TYMOLD and CMOLD which is covered the wider 
region. In fact, the modification of physical processes including prognostic the cloud water content leads 
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to change the distributions of cloud fraction, solar radiation and long-wave radiation. Rainfall is related 
to the variation of salinity near the sea surface. The decrease of sea surface temperature (SST) by 
turbulent mixing is comparably small due to stabilization in the upper layer caused by fresh water. Table 
4 indicates maximum SST decrease of three typhoons during 72 hours in the cases of CMOLD and 
CMKON. In the prediction of Typhoon BILIS, maximum SST decrease is greater in the CMOLD 
experiment than that by a new model, while maximum SST decrease is greater in the CMKON 
experiment than that in the CMOLD experiment. In particular, the difference of 0.6 degree between 
CMOLD and CMKON is occurred in the prediction of Typhoon PHANFONE. The difference of SST 
decrease is concerned with the simulated intensity of the typhoons. The differences of MSLPs between 
TYMOLD and TYMKON are greater than that between CMOLD and CMKON (Table 2-2). In 
consequence, modification of the precipitation and radiation processes has less impact on the intensity of 
typhoon in the coupled model than that in the typhoon model.  
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Table1 Kinds of numerical experiments and their naming 
convention 
 Couple Non-couple 

OLD PHYSICS CMOLD TYMOLD 

NEW PHYSICS CMKON TYMKON 

 
Table 2-1 The greatest MSLP difference between TYM and 
CM. 
CM-TYM BILIS(hPa) WUTIP(hPa) PHANFONE(hPa)

OLD 10.5 8.4 15

KON 9.4 15.9 16.3
 

Table 2-2 The greatest MSLP difference between OLD and 
KON. 
OLD-KON BILIS(hPa) WUTIP(hPa) PHANFONE(hPa)

TYM 10.1 14.1 11.3

CM 11.8 8.0 8.6

 
Table 3-1 Averaged ratio of size by the couple model with an 
old physical package to that by the coupled model with a new 
one 

Couple BILIS WUTIP PHANFONE

OLD/KON 1.12 1.03 1.03

 
Table 3-2 Averaged ratio of size by the couple model to that by 
the non-coupled model 
CM/TYM BILIS WUTIP PHANFONE

OLD 0.976 0.964 0.976

KON 0.979 0.967 0.954

 
Table 4 Maximum SST decrease during 72 hours by coupled 
models 

  BILIS WUTIP PHANFONE

OLD -2.14℃ -1.82℃  -2.15℃ 

KON -1.71℃  -1.96℃  -2.75℃ 

 

910

920

930

940

950

960

970

980

990

1000

0 6 12 18 24 30 36 42 48 54 60 66 72
hours

M
S
L
P
(h
P
a)

Best Track CMOLD

TYMOLD CMKON

TYMKON

 
Fig.1(a) Minimum sea level pressure for Typhoon BILIS. 
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Fig.1(b) Minimum sea level pressure for Typhoon WUTIP. 
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Fig.1(c) Minimum sea level pressure for Typhoon 
PHANFONE. 
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1. Introduction 
In the numerical simulation, intensification of a simulated typhoon could be suppressed when the 
variation of sea surface temperature (SST) was taken account of during the passage of the typhoon. 
Otherwise, tuning parameters of sea surface processes, modification of sea surface roughness 
length, could also suppress intensification of the typhoon under the presumption of 
Monin-Obukhov similarity theory. The former is usually observed by ship and satellite observation. 
On the other hand, the latter is closely related to the ratio of the enthalpy coefficient to the drag 
one and remains ambiguity. Theoretical approach (Emanuel, 1995) suggested that the ratio was 
from 0.75 to 1.5, while observation (e.g. Fairall et al. 1996) showed that the ratio was 0.4 under 
windy (more than 20m/s) condition. For the purpose of investigating the identification between the 
ocean coupling process and the sea surface process, numerical simulations were conducted using a 
typhoon-ocean coupled model with two parameterizations of sea surface processes.  
2. Sea surface processes 
The sea surface processes in the typhoon-ocean coupled model have been based on formulas by 
Louis (1981), which the Monin-Obukhov similarity theory is presumed. The bulk coefficients are 
functions of sea surface roughness length and Richardson number, depending on wind velocity at 
the height of 10m. One parameterization of sea surface roughness length was derived from Kondo 
(1975). The formulation (1) and (2) depends on wind velocity at 10m height. 

*46
0 1028.8107.34 uz −− ×+×−=       u )/(2510 sm≤                          (1) 

*32
0 1039.310227.0 uz −− ×+×−=           u                          (2) )/(2510 sm>

These lengths are used as z0m for momentum and z0h for turbulent heat. The other approach that 
(3) in Beljaars (1995) is used for momentum and (4) in Garratt (1992) is used for turbulent heat.  

2*
*0

11.0 u
gu

z m
αν

+=                                                          (3) 
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0 ν
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h
zuz                                         (4) 

Four kinds of simulations were conducted taking account of whether ocean coupling was including 
or not, and the parameterization of sea surface roughness length was that of Kondo 1975) or 
Beljaars(1995) and Garratt (1992). Detail information for experiments is summarized in Table 1. 
Typhoon BILIS in August 20, 2000, Typhoon WUTIP in August 28, 2001, and Typhoon 
PHANFONE in August 13, 2002, which dates respectively mean the initial time of time 
integration, are selected as the case study.  
3. Results 
Results of minimum sea level pressure (MSLP) in the predictions of three typhoons are 
respectively shown in Fig. 1(a)-(c). The MSLPs of CMJMA and CMKON are higher than those of 
TYMJMA and TYMKON. The greatest difference of MSLP between TYMJMA and CMJMA is from 
8.8hPa of Typhoon BILIS to 11.9hPa of Typhoon WUTIP (Table 2-1), while that of MSLP between 
TYMKON and CMKON is from 9.4hPa of Typhoon BILIS to 16.3hPa of Typhoon PHANFONE 
(Table 2-2). Thus, the greatest difference of MSLPs between TYMKON and CMKON is higher than 
that between TYMJMA and CMJMA. The result is particularly prominent in the predictions of 
Typhoon WUTIP and Typhoon PHANFONE. By comparing the result shown in Table 2-1 with that 
shown in Table 2-2, the ocean coupling effect is more significant in the MSLP prediction than the 
effect of sea surface roughness length concerning. This result concerning with the intensity 
predictions is closely related to the size of the typhoon. A radius of 15m/s wind velocity is defined 
as an index shown in the size of a typhoon. The ratio of size by four experiments is shown in Table 
3-1 and Table 3-2. The ocean coupling effect causes the reduction of the size, while the size in the 
CMKON experiment is larger than that in the CMJMA experiment except Typhoon BILIS. The 
result is opposite to the MSLP prediction. The ratio is so large in the predictions of Typhoon 
WUTIP and Typhoon PHANFONE that the effect of parameterization of sea surface roughness 
length is greater than that by ocean coupling in turn. Because the size of typhoons is considered to 
have a large influence on the track of typhoons, the effect of parameterization of sea surface 
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roughness may affect the track of Typhoon WUTIP and Typhoon PHANFONE more than that by 
ocean coupling. The intensity and the size of typhoons have a great impact on cooling of the sea 
surface through the air-sea interaction. The air-sea interaction depends on the ratio of enthalpy 
coefficients to drag coefficients. According to Bao et al. (2002), the ratio of enthalpy coefficient to 
drag coefficient was less than 0.7 under windy ( more than 20m/s wind velocity) conditions. The 
difference of cooling of the sea surface (Table 4) may be related to the ratio. In this study, the ratios 
of TYMJMA and CMJMA tend to be smaller than those of TYMKON and CMKON.  
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Table 1 Kinds of numerical experiments and their naming 
convention 

 
Table 2-1 The greatest MSLP difference between TYM and 
CM. 
CM-TYM BILIS(hPa) WUTIP(hPa) PHANFONE(hPa)

JMA 8.8 11.9 11

KON 9.4 15.9 16.3
 

Table 2-2 The greatest MSLP difference between JMA and 
KON. 
JMA-KON BILIS(hPa) WUTIP(hPa) PHANFONE(hPa)

TYM 6.2 10.5 15.9

CM 6.8 6.4 9.8

 
Table 3-1 Averaged ratio of size by the couple model to that  
by the non-coupled model 
CM/TYM BILIS WUTIP PHANFONE

JMA 0.979 0.959 0.955

KON 0.979 0.967 0.954

 
Table 3-2 Averaged ratio of size by Kondo to that by 
Beljaars and Garratt 
Couple BILIS WUTIP PHANFONE

KON/JMA 0.99 1.07 1.05
 

Table 4 Maximum SST decrease during 72 hours by 
coupled models 

  BILIS WUTIP PHANFONE

JMA -2.30℃ -1.98℃  -2.48℃ 

KON -1.71℃ -1.96℃  -2.75℃ 
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Experiments Coupling? Roughness Length 

TYMJMA No Beljaars and Garratt 

CMJMA Yes Beljaars and Garratt 

TYMKON No Kondo 

CMKON Yes Kondo 

Fig.1(a) Minimum sea level pressure for Typhoon BILIS. 
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Fig.1(b) Minimum sea level pressure for Typhoon WUTIP. 
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Fig.1(c) Minimum sea level pressure for Typhoon 
PHANFONE. 
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Upgrade of JMA El Niño Forecast Model (JMA-CGCM02)

Goro Yamanaka, Yoshinobu Nikaidou, Masayoshi Ishii, and Yoshiteru Kitamura
yamanaka@met.kishou.go.jp

Japan Meteorological Agency, Tokyo, JAPAN

1. Introduction
The Japan Meteorological Agency (JMA) has

operated a Coupled ocean-atmosphere General
Circulation Model (JMA-CGCM01) for the prediction
of ENSO since 1999. In July 2003, JMA put into
operation a new coupled model (JMA-CGCM02). This
model revised the physical process in the Atmosphere
General Circulation Model (AGCM) and introduced a
new Ocean Data Assimilation System (ODAS). The
ENSO forecast of JMA-CGCM02 show better
performance. The improvement is more evident within
shorter lead time until 7 to 8 months. This article
describes the changes of specification of the new model
and the forecast skill.

2. Outline of JMA-CGCM02
Major specifications and their change from the

former model are summarized in Table 1.
JMA-CGCM02 includes the following main three

changes:
(1) The atmospheric part is a lower resolution version
(T42L40) of the current three-month prediction model
in operation since March 2001. Compared with the

former AGCM, the top level height is increased and the
vertical resolution is enhanced. The cumulus
convection and radiation schemes are revised. Cloud
water content becomes a prognostic variable.
(2) The oceanic part is a Bryan-Cox type ocean general
circulation model (OGCM) and is identical to the
former OGCM only except slight change in the vertical
mixing parameterization. In a new ODAS, a three
dimensional variational analysis scheme based on
Derber and Rosati (1989) is introduced. The nudging
scheme is replaced by an incremental analysis update
scheme (Bloom et al., 1996). Salinity and sea surface
height data are newly assimilated in addition to
temperature.
(3) The flux adjustment amounts of momentum and
heat flux are newly derived with the observed SST
variations.

The coupling takes place every 24 hours, that is,
the ocean model gives the sea surface temperature to
the atmospheric model, and the atmospheric model
provides the daily mean heat and momentum flux to the
ocean model.  The fresh water flux is not given in the
forecast integration.

Table 1: Major specifications of JMA-CGCM02 and their change from the former model
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3. Predictions of SST variability by JMA-
CGCM02

Prediction skill for the tropical Pacific SST
anomalies is estimated through evaluation of 1-year
hindcast experiments  (a set of 117 runs) initiated
monthly from January 1988 to September 2002.

Figure 1 shows anomaly correlation coefficient
(ACC) and root mean square error (RMSE) for the
Nino-3.4 (5S-5N, 170W-120W) SST anomalies. As of
ACC, the model prediction skill is higher than the
persistence prediction skill at 3-month or longer lead
time. The ACC of the model is about 0.7 at 6-month
lead time. As of RMSE, the skill of the model exceeds
that of the persistence prediction after 5-month lead
time, and is better than that of the climatology
prediction until 9-month lead time. However,
comparison of the skill for summer and winter (not
shown) indicates that, even with this model, the skill
levels for the summer predictions are still lower than
those for the winter predictions, suggesting the “spring

prediction barrier”.
Figure 2 shows the spatial distributions of two-

season-lead predicted versus observed SST anomaly
temporal correlations for JMA-CGCM02 and for the
persistence forecasts. The skill of the model is higher
than the persistence prediction over most of the tropical
Pacific at 6-month lead time. The highest skill is found
especially in the eastern equatorial Pacific around
150W, where SST variability associated with ENSO is
large. In the western tropical Pacific and the Indian
Ocean, some promising skill can be found, though the
values of the ACC are relatively small.
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Figure 2: Temporal SST anomaly correlation coefficients with 6-month lead time for JMA-CGCM02 (left) and the persistence
forecast (right). Contours are drawn only for areas where the anomaly correlation coefficients are greater than 0.3 and contour interval
is 0.1. Shaded areas denote where the anomaly correlation coefficients are greater than 0.6.

Figure 1: Anomaly correlation coefficient (ACC) (left) and root mean square error (RMSE) (right) for the Nino-3.4 SST
anomalies between prediction and observations for the period of February 1988-August 2003. The ACC and RMSE for the
persistence forecasts (Pers) and RMSE for the climatology forecasts (Clim) are also shown for reference.
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