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Last time the researches of cloudiness vertical macrostructure and its climatic changes on base 
sonde observations are conducted in Russia, USA, Great Britain very active [Chernykh et al. 2001, 
2003a, Naud, 2003, Wang, 1999]. This can be explained by clouds effect on solar radiation. Antarctic 
peninsula is a region with good known warming [Comiso, 2000; Marshall et al. 2002]. It is known that low 
boundary (LB) is one of main characteristics of cloudiness. In this paper mean values of LB for 
atmospheric layers 0-2 km, 2-6 km, 6-10 km, 0-10 km for different cloud amount 0-20%. 0-60%, 0-80%, 
0-100% of the sky are presented for all seasons and for year. Also climatic changes of LB are discussed. 
Researches was made for Russian station Bellinsgshausen, placed near Antarctic peninsula, because 
warming for this station was detected by surface, sonde and satellite observations [Comiso J.C., 2000;
Chernykh and  Alduchov, 2003b, 2003c]. 

Researches are made on base Aerological dataset CARDS (Eskridge et al. 1995) for period 1970-
1999 years. CE-method was used to determine cloud boundaries and amount from temperature and 
humidity profiles [Chernykh and Eskridge 1996, Chernykh et al, 2001]. Trends in anomalies for all 
parameters were calculated by linear regression with using measured values with provision for correlation 
dependence in time. 

Multiyear mean values of LB for cloud layers with cloud amount 0-100% in atmospheric layers 0-2 
km, 2-6 km, 6-10 km equal to 488 m, 2794 m and 6850 m accordingly (Table 1). The values vary with 
season and gradation of cloud amount (0-20%. 0-60%, 0-80% 0-100% of the sky). For some comparison 
with previous results note, that stratus is most frequently occurring cloud type at region around 
Bellinsgshausen for all seasons [Warren et al., 1986]. An example, for winter1 average base height is 46 
decameters for stratus, stratocumulus and fog [Warren et al., 1986]. As it follows from Table 1, for winter 
mean value of low boundary detected from sonde measurements equal 472 m. It is easy to see, that for 
winter difference between averaged low boundaries determined from surface observations and detected 
by CE -method from temperature and humidity profiles for low clouds is near 12 meters. So, agreement 
enough good. As it was shown before, value of the mistake in determination of cloud boundaries from 
sonde measurement depends from time constants of humidity and temperature sensors [Chernykh et al, 
2001]. But in fact, it depends from time constant of humidity sensors largely, because time constant for 
temperature sensors is well below than for humidity sensors. According information from AARI, over all 
period of sonde observations at station Bellinsgshausen (1970-1999 years) relative humidity was 
measured by goldbeater’s skin hygrometer with time constant of near 0.7 min  troposphere.  
 
TABLE 1. Averaged values of low boundary for cloud layers detected by CE-method in atmospheric 
layers 0-2 km, 2-6 km, 6-10 km and 0-10 km for cloud amount 0-20%, 0-60%, 0-80%, 0-100% of the sky. 
Seasons: I - December - February; II – March- May; III – June- August; IV – September-November. 

Atmospheric  layer 0-2 km Atmospheric  layer 2-6 km   
Season Season  

Cloud 
amount  

1 2 3 4 Year 1 2 3 4 Year 

0-20% 653 664 883 819 755 3015 2974 2918 3011 2987 
0-60% 569 598 688 668 626 2889 2908 2890 2990 2927 
0-80% 550 563 688 625 598 2859 2835 2910 2928 2887 
0-100% 472 481 504 496 488 2785 2741 2843 2805 2794 

Atmospheric  layer 6-10 km  Atmospheric  layer  0-10 km  
Season  Season  

Cloud 
amount 

1 2 3 4 Year 1 2 3 4 Year 

0-20% 6813 6791 6628 6704 6771 1708 1245 1600 2452 1747 
0-60% 6713 6791 6778 6717 6752 955 924 1353 1177 1145 
0-80% 6770 6853 6782 6738 6780 867 837 1379 987 1013 
0-100% 6894 6854 6812 6818 6850 732 661 755 726 723 

1 For other seasons base heights for stratus for region around Bellinsgshausen are absent in Warren et al., 1986 
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In atmospheric layer 0-10 km multiyear mean value of LB for cloud layers with amount 0-100 % equal 
to 723 m (Table 1). Together with cloud amount increasing from 0-20% to 0-80% LB mean decrease from 
1747 m to 1013 m.  

It was founded that low boundaries for clouds with amount  0-100% of the sky in atmospheric layers 
0-2 km and 0-10 km for Bellinsgshausen decrease with decadal changes of –35* m/decade and –66* 
m/decade accordingly2.
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Figure 1. Mean and trends in anomalies of relative humidity R for standard isobaric levels for 
llingshausen. 1970-1999 years. CARDS. Trends in anomalies were calculated by linear regression with 
ing measured values with provision for correlation dependence in time. 

This can be partially explained by small increasing of relative humidity in low troposphere, as indicate   
.1. Moreover increasing in frequency of low clouds with decadal changes of 2.1 %decade-1 was 
nded in spring. Note, that largest trend for surface temperature anomalies (0.65 °C decade-1) was 

tected just for spring too (Chernykh and Alduchov, 2003c).  
This study is useful to gain insight into climate and climate change in Antarctica. Further researches 

ould be useful. The research was partly supported by RBRF, project  01-05-65285. 
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WGNE assessment of Quantitative Precipitation Forecasts from Operational
Numerical Weather Prediction Models over the U.K.

M. Goeber
�
, C.A. Wilson

Met Office, London Road, Bracknell, RG12 2SZ, U.K.

Up to 3-day forecasts of daily precipitation accumulation from the 12 UTC run of 7 global,

operational numerical weather prediction models as well as the mean and median forecast of

those models were verified over the U.K. for more than two years (different samples between

models because of transmission problems etc.). The model data were up/down-scaled by box-

averaging to a common resolution of
�����������
	��

. The forecasts were compared against upscaled

daily accumulations derived from quality controlled and corrected radar observations (Harrison

et al (2000)) comprising the British Isles and adjacent waters.

Marginal, joint and conditional (denoted by a bar ’ 
 ’) probabilities � of events in certain

categories were computed on the basis of monthly and total contingency tables, respectively.

Plots are presented of the frequency bias ��� , odds ratio � and likelihood ratios � according to

the following definitions (Stephenson (2000), Göber et al (2003)):

����� ���������������� � ��!�"$#&%���� ���'�(
)�*����,+�-
.���
� � ��%��0/1!�"-#2%*��� ���,+�-
 +���
�������3
 +�4� � �5�6�0��!�"-#2%�� � � ��%��0/1!�"-#2%*�

where �7����� denotes the forecast (observed) event and +�8�,+�9� denotes the not forecast (not

observed) event.
Fig. 1 shows that most models are reasonably well calibrated, with the MEAN and MEDIAN

(MM) forecasts showing the behavior expected from a smoothed forecast. The skill of the fore-
casts ( :<;�=>� ) increases slightly with accumulation. The main cause of this is the stronger drop in
false alarm rate ���,+�-
.��� than the drop in hit rate �����

.��� with threshold (not shown). Note, that
the odds ratio corrects for the ’base-rate’ effect, which is a strong influence in other scores like
Equitable Threat Score, i.e. it accounts for the fact that for rare events one can not get lots of
hits and there are lots of potential cases to issue a false alarm (Göber et al (2003)). The MM
forecasts are generally better than the best single model. A split of the odds ratio into forecasts
of the event and non-event reveals that the MM forecasts are good in both categories whereas
single models are good in either forecasting the event or the non-event. Figs. 2 of the time evo-
lution of the monthly scores show a substantial variability of the monthly performance of the
models themselves and between the models. Again, the MM forecasts perform relatively well in
most months.
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Figure 1: Frequency bias ��� (upper left), odds ratio
� %*� (lower left) and its split into the likeli-

hood ratios � ��!�"$#&%������ ��%���/ !�"-#2%*� (upper and lower right column) as a function of precipitation

threshold for daily accumulations 2 days into the 12-UTC forecasts based on a sample from

08/02-02/03. Mean and Median are taken from all models available at a particular grid box

and time.

Figure 2: Monthly time series of frequency bias (left) and log(odds ratio) (right) for daily accu-

mulations of more than 1.mm/day of day two of the 12-UTC forecasts. Note missing data and

the longer time interval than Fig. 1.
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One of the important but as yet unsolved problems in climate research is the effect of 
clouds on radiation and temperature conditions as well as the dependence of clouds on 
temperature and circulation conditions (Houghton et al., 2001). Due to the treatment of clouds 
and cloud feedback effects in climate models there is a significant uncertainty about the 
sensitivity of the climate system to anthropogenic forcing (Mokhov, 1981;  Schlesinger and 
Mitchell, 1986; Houghton et al., 2001). There is uncertainty even in the sign of changes in 
cloudiness accompanying global temperature changes (global warming, in particular) from 
observations and simulations (Mokhov, 1985; Henderson-Sellers, 1986;  Mokhov, 1991a,b;  
Mokhov and Love, 1995;  Rossow and Schiffer, 1999; Houghton et al., 2001). 

We present here some estimates of the global scale relationship between cloudiness from 
ISCCP data (Rossow and Schiffer, 1999) and surface air temperature from (Jones, 1999) for 
the Northern (NH) and Southern (SH) Hemispheres. Table 1 shows the results of linear 
regressions (coefficients of regression with their standard deviations in brackets and 
coefficients of correlation) of the total cloud amount to the global or hemispheric surface air 
temperature by annual-mean data for the period 1984-1999. Coefficients of regressions in 
Table 1 characterize the temperature sensitivity of global and hemispheric cloudiness and also 
for different latitudinal belts.   
 

Table 1. 

Cloudiness : surface air temperature Regression coefficient, K-1 Correlation coefficient 
Global -0.031 (±0.013) -0.55 

NH -0.034 (±0.012) -0.61 With polar latitudes 
SH -0.009 (±0.018) -0.13 

NH+SH -0.052 (±0.018) -0.63 

NH -0.045 (±0.014) -0.66 
Without polar latitudes 

(<60°) 
SH -0.041 (±0.029) -0.36 

NH+SH -0.076 (±0.024) -0.65 

NH -0.063 (±0.019) -0.67 Tropical latitudes (<30°) 
SH -0.056 (±0.042) -0.34 

NH -0.027 (±0.011) -0.56 Middle latitudes 
 (60°-30°) SH -0.021 (±0.016) -0.33 

 

Figure 1 illustrates the appropriate linear regressions of the NH tropical and extrapolar 
cloudiness to the NH surface air temperature.  

Negative correlation of cloudiness and temperature characterizes the appropriate 
relationship as a positive climate feedback.  
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Some characteristics of intense polar mesocyclones or polar lows (PL) and of their 

variations are presented. In particular, comma-and spriral-types PLs in the North-European 
Arctic basin (between 20oW and 70oE) during 1981-1995 and over the Southern Ocean basin 
(between 0oE and 90oE) near Antarctic during 1984-1995 (Lagun and Lutsenko, 2000) are 
analyzed  (see also Mokhov and Priputnev, 2001). The total number of analyzed PLs was 253 
in the Arctic basin and 834 in the Antarctic basin. 

Frequency of spiral- and comma-types of PLs is the lowest one in summer. PLs are the 
most frequent  in winter and also in spring. There are also remarkable interannual variations 
of the PL frequency with a period about 5-6 years and correlation (particularly for comma- 
type) for Arctic (with a lag) and Antarctic basins.  

Figure 1 shows annual-mean number of days with comma- and spiral-type cyclones 
and their total number in dependence on the PLs size (diameter) for the period 1981-1995 (a) 
and also for comma-types during different 5-year periods (b) in the North-European Arctic 
basin.  
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Fig.1. 

 
Probability density functions (PDF) of the annual-mean PL number in the North-

European Arctic basin in dependence of the PL size show several extremes. Local PDF 
maxima during the total period 1981-1995 and for different 5-year periods are displayed at PL 



sizes about 400, 200-250 and 100 km. It should be noted that PDFs for comma-types and 
spiral-types are very different.  

Figure 2 shows annual-mean number of days with comma- and spiral-type cyclones 
and their total number in dependence on the PLs size for the period 1984-1995 (a) and also 
for comma-types during different 5-year periods (b) in the Southern Ocean basin.  
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Fig.2. 

 
The PDFs for PLs in dependence on their size over the Antarctic basin display only 

one maximum (about 300 km for comma-type and about 400 km for spiral-type) for the total 
period 1984-1995 (Fig.2a) with some peculiarities for different 5-year periods (Fig.2b). In 
comparison with Arctic mesocyclones the Antarctic ones are remarkably larger - up to 800 
km and even larger. In the Arctic basin no PLs have been noted larger than 600 km.  

Different features in PDFs for the Arctic and Antarctic PLs are related with 
differences of ocean-land distribution, mean seasonal regimes and different mechanisms of 
the PLs formation and evolution. In particular they can be related with different contribution 
of baroclinic instability and convection processes. The exhibition of some peculiarities in 
PDFs depends on statistics (number of analyzed PLs, in particular for short 5-year periods).  

This work has been partly supported by the Russian Foundation for Basic Research. 
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1. Introduction
Japan Meteorological Agency (JMA) and Central Research Institute of Electric Power Industry (CRIEPI)
made a contract to conduct a reanalysis as a cooperative research project denominated as JRA-25
(Japanese 25-year Reanalysis Project) .The target years of the reanalysis are from 1979 to 2004. JMA
and CRIEPI agreed to offer their technical experts, software and computational resources. The period of
the contract is for the fiscal years from 2001 to 2005. Reanalysis production will be started late 2003.
2. Observational data and Numerical models
1) Observational data
Conventional data, Atmospheric Motion Vector (AMV) wind data by geostationally satellites and TOVS,
SSM/I data by polar orbital satellites will be assimilated in JMA operational model. Data sources are
JMA archives and ERA-40 observational data used in ERA-40, which includes the data used in
NCEP/NCAR reanalysis. Historical position data of tropical cyclones (TC) and retrieved wind data
surrounding TCs were provided by Dr. Fiorino (LLNL/PCMDI). The latter are assimilated to express TCs
accurately. GMS AMV data reprocessed by Meteorological Satellite Center (MSC/JMA) from April 1987
onward are assimilated as well.
2) Numerical Models
JMA operational 3DVAR global assimilation system will be used in JRA-25. TOVS 1d data are
assimilated in the system. The forecast model for JRA-25 is T106-L40 global model with the top level at
0.4hPa based on the current operational T213-L40 model. For land surface processes, JMA operational
SiB scheme is driven by atmospheric forcing parameters. Snow depth analysis is operated once a day
using surface snow data. COBE (Centennial in-situ-Observation-Based Estimate of variability of SST
and marine meteorological variables) SST data set, which is produced by CPD/JMA by assimilating
historical marine observations and covers whole period of JRA-25, will be used.
3. Preliminary experiments
We have made some experiments to investigate impacts of observational data and schemes to be used
in JRA-25 before starting production.
1) Impact of the TC retrieval wind data
An experiment is performed to investigate impacts of TC retrieval wind data. Figure 1 shows analysis
fields with(top)/without(bottom) the retrieval wind data for North-Western and North-Eastern Pacific
Ocean respectively at 18UTC 15th September 1990 during SPECTRUM period. Although TCs are not
analyzed in NE Pacific and poorly analyzed in NW Pacific without the retrieval wind data, they are
analyzed correctly at their reported position with the retrieval data.
2) Land surface processes and Snow analysis
An experimental data assimilation cycle was executed over 8 month from 1st October 1988. Time series
of analyzed snow coverage over Eurasia and North America continents are shown in Figure 2. Snow
coverage change naturally during the winter and spring for each continent.
3) Quality of reprocessed GMS AMV data
Quality of reprocessed GMS AMV data were investigated. A Quality Indicator (QI) is attached on each
AMV datum. The data are categorized by QI and compared with first guess fields. The first guess fields
were created without using the reprocessed AMV data. Data of high quality (QI>=85%) have good
consistency with first guess field (Figure 3) and few data are rejected by quality controls.
Other experiments will be made further before starting production of JRA-25.
Reference and Acknowledgement
Details of JRA-25 can be referred from http://www.jreap.org/indexe.html. We express special thanks to
ECMWF and other organizations and individuals who provided observational data.



Figure 1 MSLP analysis field of North-Western (left) and North-Eastern
(right) Pacific with (top) / without (bottom) TC wind retrieval data.
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Figure 2 Time series of snow coverage of
Eurasia (top) and North America (bottom)
continent from 1988.10 to 1989.6
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Figure 3 Scatter diagrams of reprocessed
GMS AMV data (Low level U-comp. wind)
for low QI data (top) and high QI data
(bottom)
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STATISTICAL MODELS FOR OPERATIVE FORECAST OF
DANGEROUS CONVECTIVE PHENOMENA LIKE RAINFALLS,

SQUALLS AND TORNADOES IN THE EUROPEAN PART OF
RUSSIA AND IN EUROPE

E.V.Perekhodtseva 

( Hydrometeorological Center of Russia, B.Predtechenskii 9-13,
123242, Moscow, Russia, e-mail: perekhodtseva@rhmc.mecom.ru)

Developmentof successfulmethod for automatedstatistical
forecastof heavyrainfalls,aswell asstrongsummerwinds, including
squallsand tornadoes,that often result in humanandmateriallosses,
could allow one to take proper measuresagainst destruction of
buildings and to protect people.Well-in-advanceforecast(from 12
hours to two days)of heavy rainfalls makespossibleto take proper
measuresagainstfloods and to reducethe losses.Predictionof the
phenomenainvolved is a very difficult problem for synoptic till
recently.Theexistinggraphicandcalculationmethodsstill dependon
subjective decision of an operator. 

At the presenttime in Russiathereis no hydrodynamicmodel
for forecastof heavyrainfalls and the maximalspeedof wind, hence
the main tools of objectiveforecastare statisticalmethodsusing the
dependenceof the phenomenainvolved on a numberof atmospheric
parameters (predictors).

Successfuldevelopmentof hydrodynamicmodels for short-
andmid-termforecastandimprovementof two-three-dayforecastsof
pressure,temperatureand others parametersallow us to use the
prognosticfields of thosemodelsfor calculationsof the discriminant
functions in the nodesand the valuesof probabilitiesof dangerous
precipitation and winds and thus to get fully automatedforecasts.
Statisticaldecisiverules for the alternativeand probability forecasts
for eachof thephenomenainvolvedwereobtainedin accordancewith
theconceptof “perfectprognosis”usingthedataof objectiveanalysis.
For this purposetheteachingsampleswereautomaticallyarrangedthat
include the values of forty physically substantiated potential
predictors.

Then the empirical statisticalmethodwas usedthat involved
diagonalizationof the meancorrelationmatrix of the predictorsand
extractionof diagonalblocks of strongly correlatedpredictors.Thus
for each phenomenathe most informative predictorswere selected
without loosing information, those predictors being either a
representativeof eachblock or an independentinformativepredictors.
The statistical decisive rules for diagnosis and prognosis of the
phenomenainvolved werecalculatedfor the most informativevector-
predictorthat includesthe most informative (we usedthe criterion of
distanceof Mahalanobisand criterion of minimum of entropy by
Vapnik-Chervonenkis) and slightly dependent predictors. 



For prognosis of the phenomena involved with the given
advance period the values of the discriminant functions and the
probabilities of the phenomena were calculated using the prognostic
values of the hemispherical model in the nodes of the rectangular mesh
150x150 km over the European part of Russia and Europe. In order to
change to the alternative forecast the author proposes the empirical
threshold values specified for each phenomena and advance period.

According to the Pirsey-Obukhov criterion (T), the success of
the 24-hour forecast and the method of forecast of dangerous
precipitation in the warm season for the first and second day, as used
in Hydrometeorological Center of Russia since 1998 as the main
calculation method, is T=0,49-068. The same is true for the forecast of
dangerous squalls and tornadoes, that was tested by
Hydrometeorological Center of Russia in 1999-2000 and was included
into the automatic prognosis system in the summer of 2001.The
method for forecast of very dangerous precipitation (the quantity over
50 mm/12h ) was tested successful in some regions of European part
of Russia in 1998-2002 .

The forecast of strong summer wind with the value of velocity
over 25m/s is developed for next day and next night to 36 hours ahead
and is included into operative system of Hydrometeorological Center
of Russia. Nowadays this forecast is produced two times per day as the
help tool for a synoptic. 



Optimal nonmodal growth as a contributing cause to the Southern Hemisphere annular
mode variability

Harun Rashid and Ian Simmonds
School of Earth Sciences, The University of Melbourne Melbourne, Victoria 3010, Australia

E-mail: harun@earthsci.unimelb.edu.au

The southern annular mode (SAM) is the leading mode of Southern Hemisphere (SH) circula-
tion variability, the temporal evolution of which is characterized by large amplitudes and long persis-
tence. Its spatial structure is dominated by a zonally-symmetric pattern, a see-saw meridional variation
of zonal flow anomalies between 40

�
S and 60

�
S, and an equivalent barotropic structure in the verti-

cal (e.g., Limpasuvan and Hartmann, 2000; Thompson and Wallace, 2000). Previous investigators have
suggested a positive feedback mechanism that explains some of this low-frequency variance (Lorenz
and Hartmann, 2001). Here, we propose another mechanism, involving transient nonmodal growths
of the anomalies, that is at least as effective as the positive feedback mechanism in increasing the
low-frequency variance of the SAM.

Using the vector autoregressive modeling (VAR) technique, we first derive a number of empirical
models of SAM variability from a 22-year (1979–2000) record of NCEP/DOE Reanalysis 2. These
models are then analyzed applying the ideas of the generalized stability theory (Farrell and Ioannou,
1996). Two VAR models, of order 1 and 3, are investigated in detail. The system matrices characterizing
these models are found to be nonnormal (i.e., they do not commute with their respective transposes),
indicating that these matrices have nonorthogonal sets of eigenvectors. Using a Schur decomposition,
the system matrix R was separated into a normal matrix N and an asymmetric matrix A, which is
related to the departure from normality of R (Golub and Loan, 1996). An examination of the elements
of A shows that the main source of nonnormality of R is the strong forcing of the SAM provided by
the high-frequency eddies (of periods 2–8 days). The above Schur decomposition also enabled us to
determine the relative importance of the effects of nonnormality and of the positive feedback on SAM
variability. This was done in two stages. First, SAM indexes were simulated using, in turn, the full
coefficient matrix R the normal matrix N, and the matrix R with the element representing the zonal-
wind feedback on the eddies set to zero. Then, the power spectra of the simulated SAM indexes were
computed, which are displayed in Fig. 1. In each case, white-noise realizations having the same noise
covariance matrix were used for driving the simulated processes. Therefore, the differences between
the three spectra in Fig. 1 are solely due to the differences in deterministic contributions caused by the
presence/absence of nonnormality and of feedback. The figure shows that both the nonnormality and
the zonal-wind feedback have significant effects on the low-frequency variance of the SAM, with the
former having a larger overall effect.

Because of the nonnormality of the system matrix R, the anomalies governed by this system may
undergo transient growths due to modal interferences (Farrell and Ioannou, 1996), even though the sys-
tem under consideration is stable. The optimal transient growth in such a system is associated with the
right singular vector (

���
) corresponding to the largest singular value ( �

�
) of R. If �

�����
, then an initial

field of anomalies projecting strongly on
�	�

should experience optimal nonmodal growth before its
ultimate decay. To determine whether this nonmodal growth can be detected in the temporal evolution
of the observed SAM index, we constructed composites of the time-lagged SAM index corresponding
to initial fields that project strongly on

�	�
, for the VAR(1) and VAR(3) models. The composites are

presented in Fig. 2 separately for the positive anomaly growths and negative anomaly growths. The
figure shows that the anomaly fields that have a significant projection on

�
�
are indeed followed by the

evolutions of the SAM index with growths of positive or negative anomalies. This result combined with
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Figure 1: Power spectra of the simulated SAM indexes showing the effects of nonnormality and feed-
back on the SAM variability in the VAR(1) model.
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Figure 2: Composites of the time-lagged SAM index corresponding to initial perturbations that project
strongly on the optimal perturbations of the VAR(1) and VAR(3) models.

that presented in Fig 1 show that a considerable fraction of the low-frequency variance of the SAM is
caused by optimal nonmodal growths of the anomalies.
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Deutscher Wetterdienst (DWD) meteorological data set
for the development of a flood forecasting system

Gdaly Rivin, Erdmann Heise

Deutscher Wetterdienst, Research and Development, 63067 Offenbach, Germany
http://www.dwd.de,   Gdaly.Rivin@dwd.de,   Erdmann.Heise@dwd.de

The development of a European flood forecasting system for early flood warning up to 10
days in advance [1,2] on the basis of the ensemble prediction system of the European Centre
for Medium Range Weather Forecasts (ECMWF) is supported by examining historical flood
periods. In co-operation with ECMWF and with the Danish Meteorological Institute, DWD
prepared data sets which include all meteorological fields necessary as input fields to
hydrological models. Four flood cases in different European river basins for different seasons
(autumn, winter and summer) were investigated: a) Po – 1994, November, b) Rhine, Meuse –
1995, January, c) Odra – 1997, July, d) Elbe — 2002, August.

The fields are based on the analysis of observed precipitation and on model forecasts:
• 48 h forecasts by DWD's limited area model LM [3] (ca. 7 km resolution, model area

is Central Europe, data provided at hourly intervals);
• 156 h forecasts by DWD's global model GME  [4] (model resolution ca. 60 km, data

provided at 6 hourly intervals on a 0.75o× 0.75o grid with NW-corner at 75o N, 35o W
and SE-corner at 30o N, 45o E);

• analyses of 24 h precipitation observations for the LM area in ca. 7 km resolution.

In Figure 1 results are shown for the region of the Alps and of Northern Italy. The analyses of
the observed precipitation distribution for  November 05, 1994, 06 UTC to November 06,
1994, 06 UTC are based on the routinely distributed measurements of Synoptic stations (631
observations in this case, Figure 1a), and on the same stations but additionally observations
collected during the Mesoscale Alpine Programme (631 + 5173 observations, Figure 1b),
respectively. For comparison, a 18 to 42 hours forecast by LM is given (Figure 1c), which
started at November 04, 1994, 12 UTC. From this figure we can conclude that a) the use of
high resolution precipitation data provides analyses significantly different from analyses
based on Synoptic data only, b) LM gives a very good indication of tremendous rainfall in the
eastern part of the Alpine arc, and c) LM overpredicts the amount of precipitation in this case.

Acknowledgement: This work was supported by the European Commission, Grant EVG1-
CT-1999-00011EFFS. We thank the MAP data centre (http://www.map.ethz.ch) for providing
the high resolution precipitation data.
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a) 

b) 

c)      

Figure 1: Precipitation distribution (kg/m2) for 05 Nov, 1994, 06 UTC to 06 Nov, 1994,
06 UTC. a) Analysis based on network of synoptic stations, b) analysis based
on synoptic and MAP stations, c) model prediction. See text for details.
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Tropical Cyclogenesis Detection in the East Pacific Hurricane Basin
Ryan J. Sharp, Mark A. Bourassa, and James J. O'Brien

Center for Ocean-Atmospheric Prediction Studies (COAPS), The Florida State University

The SeaWinds scatterometer provides high-resolution spatial coverage and
temporal observations of vector winds over the global oceans.  These data can be
accessed in near-real-time (NRT) to provide another means of identifying areas that are
favorable for tropical cyclogenesis (TCG).  Liu (2001) and Katsaros et al. (2001) both
used subjective analysis to identify when the closed circulation of the tropical cyclones
(TCs) in the Atlantic could first be identified in the SeaWinds data.  Sharp et al. (2002)
used an objective method that specifically looked for a minimum vorticity derived from
the SeaWinds data to identify potential areas of TCG in the Atlantic hurricane basin.

This report follows up on the work of Sharp et al. (2002) by reporting on the success
of the method in identifying areas of TCG in the East Pacific hurricane basin during the
2001 and 2002 seasons.  We apply the vorticity-based test to the NRT QuikSCAT data
for these seasons.  Of the over 2000 swaths through the domain during that period, the
objective test identifies a total of 415 that contain potential tropical systems.  Most of
these systems are pre-existing TCs (e.g., Adolph of 2001 was identified in 11 separate
swaths).

Almost all of the TCs (29 of the 33) from the two seasons have at least one swath
identifying the TCG that occurred prior to their development into TCs.  The average lead
time for these systems is 36 hrs before they became TCs.  The longest lead time for
2001 was for tropical depression 6 with a 79 hr lead time (Fig. 1A).  The wind vectors
not contaminated by rain indicate a broad closed circulation.  However, thunderstorm
activity was not persistent in the area of the circulation, so the system did not qualify as
a TC.  For 2002, Lowell had the longest lead time at 56 hrs (Fig 1B), and again

A

       

B

Fig. 1:  SeaWinds wind and spatially averaged vorticity for T. D. 6 (A, 1419 UTC 19
August 2001) and Lowell (B, 1357 UTC 20 October 2002).  The background shading
represents vorticity, and the length of the arrows indicates the strength of the wind.
Arrows with a bar through them indicate data that may be contaminated by rain.



persistent thunderstorm activity did not follow this system. The structure of the wind field
also indicated more of a shear line as opposed to a definite closed circulation.

The objective technique has an excellent probability of detection (94.8%) when a TC
is within a swath.  The false alarm rate, the number of identified systems that never
became a TC divided by the total number of identified systems, is 42.1%.  Some of
these false alarms were apparent closed surface circulations that never fully developed
the characteristics of a TC.  The critical success index, the number of ‘good’
identifications divided by the sum of the total number of identified systems plus the
number of missed identifications, is 0.566.

The circulations identified by our objective method during TCG indicate that
processes occurring at the surface must be important to TCG.  Further work is
underway to determine why certain systems develop and others do not.
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The Antarctic Peninsula (AP) has a number of characteristics which makes its weather and 
climate rather different from those of the rest of Antarctica. It is the most northerly part of the 
continent, and hence is the most subject to midlatitude influences and its north-south orientation 
influences transient weather systems in a variety of ways. The AP is of especial current interest 
because the rate at which the western side has warmed over recent decades (e.g., Doran et al., 
2002) and also because it has experienced the disintegration over the last decade of a number of 
its ice shelves, including parts of the Larsen ice shelf. In February 2002 the northern section of 
the Larsen B shelf shattered and separated from the continent. A number of studies have 
quantified the roles of weather and climate in these breakups (e.g., Scambos et al., 2000).  

The understanding of the atmospheric dynamics of this data-sparse part of the world has been 
aided by reanalysis products (e.g., Simmonds et al., 2003). We here make use of the NCEP/DOE 
reanalysis (Kanamitsu et al., 2002) available every 6 hrs over the period 1 January 1979 to 29 
February 2000. The broad region to the west of the Peninsula is host to vigorous synoptic 
activity (Simmonds and Keay, 2000) and hence there is a rich variety of air trajectories which 
reach the AP. To quantify the variety of regional influences on the northern part of the Peninsula 
we have calculated the origin points of all 850 hPa four-day trajectories which reach 304.5oE, 
63.1oS (near Esperanza on the northern tip of the AP) using the accurate technique described in 
Perrin and Simmonds (1995). The wide variety of origin points can best be conveyed by 
presenting their spatial frequency distribution. Fig. 1 shows that greatest frequency of summer 
(DJF) departure points is found some 40o to the west of Esperanza, as one might have expected. 
However, the distribution function is quite broad; significant numbers of trajectories start from 
more than 90o upstream of the AP, and a considerable proportion originate from the east. Many 
starting points are found as far north as 45oS over South America. A similar, if a little more 
diffuse, plot for winter (JJA) is displayed in Fig. 2. The greater spread reflects even more active 
and varied circulations in that season. 
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Figure 1: Frequency distribution of origin points of all summer (DJF) 4-day 850 hPa 
trajectories which terminate at 63.1oS, 304.5oE (indicated by a solid dot). The contour interval is 
0.2 origin points per 1000 (deg. lat.)2 per trajectory, and an extra contour has been added at 0.1.  
 

 
 
Figure 2: As Figure 1, but for winter (JJA). 
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Global reanalysis projects at NCEP and ECMWF have provided the researchers
investigating climate change and ocean-atmosphere modeling with uniformly assimilated data
sets. The surface air-sea flux fields from reanalyses are now widely used to force models. Since
air-sea fluxes play a critical role in ocean variability, quality estimates of these parameters are
essential to numerical simulations of the ocean-atmosphere system. Comparing flux fields from
reanalysis products to products derived from other data sources, and using different
parameterizations, can provide estimates of the uncertainties in the reanalysis fields.

The Center for Ocean-Atmospheric Prediction Studies has developed and made
operational a new objective procedure to create monthly mean turbulent flux fields over the
ocean (Bourassa et al. 2001). The input data are all in-situ and include ships of opportunity and

buoys (both moored and drifting). Buoy and ship observations are independently weighted and
background fields are based on the observations. A variational method utilizes several
constraints to maximize similarity to observations, minimize non-geophysical features in the
spatial derivatives (e.g., the observational patterns), and accomplishes these goals with the
minimum smoothing necessary. Weights are objectively determined using cross validation
(Pegion et al. 2000).

Comparisons over the tropical Pacific Ocean are made between the objective FSU winds
and the wind fields from the first and second NCEP reanalysis (NCEPR1 and NCEPR2
respectively). Monthly wind averages over the equatorial Pacific (11N - 11S, 122 - 290E) reveal
large differences in the three products (Figure 1). When comparing long term means, the FSU
winds are stronger (5.6 ms-1) than either the NCEPR1 (4.1 ms-1) or the NCEPR2 (4.6 ms-1). The

1.5 ms-1 difference in means between FSU and NCEPR1 is consistent with Smith et al. (2001), in
which they compared wind observations from research vessels (R/V) to the NCEPR1 and found
the NCEPR1 winds in the tropics to be consistently lower (mean bias 0.7 ms-1) than the R/V
winds. Since the R/V winds are rarely included in the NCEPR1 and are not used in the FSU
products, they provide a pseudo-independent reference for the FSU and NCEP wind fields. The
difference between the NCEPR2 and FSU is smaller (1.0 ms-1) than for NCEPR1 and the
reduction may be due to either improvements in the data inputs to NCEPR2 or changes in the
NCEPR2 flux parameterization. The authors plan to investigate the differences between the
NCEPR1 and NCEPR2 parameterizations to determine what role they play in reducing the
NCEP versus FSU differences.

In contrast to the monthly wind averages, the monthly standard deviation in the equatorial

Pacific wind speeds are similar for the FSU and  NCEP reanalyses. Long term mean standard



deviations are 0.59 ms-1 for the FSU product and 0.54 ms-1 for both the NCEPR1 and NCEPR2.
This implies that all three products capture a similar level of monthly wind variability, while the
mean winds differ greatly for each product.

These results, though preliminary in nature, imply that improvements in near surface
winds have been made in NCEPR2 for the tropical Pacific. The authors analysis will continue

and will be expanded to include momentum and heat fluxes in the near future.
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Monthly mean wind speed for the Equatorial Pacific (11S, 11N; 122E, 290E)
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Figure 1: Monthly mean wind speed (ms-1) averaged over the Equatorial Pacific from 11∞S to

11∞N, 122 to 290∞E for the objective FSU (*, blue solid line), NCEP Reanalysis 1 ( , green

solid line), and NCEP Reanalysis 2 (+, red dashed line).
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