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Validation of GCM snow cover has been hampered by a lack of reliable gridded estimates of snow water
equivalent at continental scales.  To address this gap, a snow depth analysis scheme developed by
Brasnett (1999) and employed operationally at the Canadian Meteorological Center (CMC), was applied
to generate a 0.3 degree lat./long. grid of monthly mean snow depth and water equivalent for North
America for validating GCM snow cover simulations for the AMIP II (Atmospheric Model Intercomparison
Project) period (1979-1996). Approximately 8000 snow depth observations/day were obtained from US
cooperative stations and Canadian climate stations for input to the analysis (Fig. 1). The first-guess field
used a simple snow accumulation, aging and melt model driven by 6-hourly values of air temperature and
precipitation from the European Centre for Medium-range Weather Forecasting (ECMWF) ERA-15
Reanalysis with extensions from the TOGA operational data archive. A discussion of the methodology is
presented in Brown et al. (2001).

Extensive validation of the historical analysis with independent in situ and satellite data revealed that the
gridded dataset was able to successfully capture the important features of the North American snow
cover climate such as continental-scale variation in SWE (Fig. 2).  The snow depth climatology revealed a
number of improvements over the Foster and Davy (1988) product, namely an improved representation of
the snow line in June and October, and a more realistic spatial distribution of snow over the western
cordillera (Fig. 3).  The dataset successfully captured interannual variability in snow cover extent and
SWE during the November to April period, but was less successful in the May-October period when the
snowline was located over data sparse regions of NA. Overly rapid melt of snow in the spring contributed
to this problem at high latitudes. The validation results will be published in Brown et al. (2002).
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 7Figure 1: The daily snow depth network available
for the analysis.

Figure 2: Comparison of mean March SWE from the CMC
analysis with snow course observations along an east-west
transect at 53 degrees N.

Figure 3: Comparison of mean snow depths (cm) for the CMC (1979-1996) and Foster and Davy (1988)
snow depth climatologies for October, February and June. Mean snow cover percent for the 1972-1993
period from the NOAA weekly dataset is shown on the right.

0

200

400

600

800

1000

1200

Longitude

M
e

an
 S

W
E

 (
m

m
)

-129 -119 -109 -99 -89 -79 -69 -59

CMC

Snow Course

Mean SWE Transect 53N, March 1979-1997



Seasonal features of Arctic synoptic activity 
 
 

Craig Burke, Ian Simmonds and Kevin Keay 
 

 
School of Earth Sciences 

The University of Melbourne 
Parkvill e, Victoria 

Australia, 3052 
Email: simmonds@unimelb.edu.au  

 
Cyclones are an integral part of the climate system in the Arctic basin, but have been littl e 
studied, partly because of the hostile environment and the limited data availabilit y. We have used 
the Melbourne University cyclone tracking scheme (Simmonds and Keay 2000) to diagnose the 
winter (DJF) and summer (JJA) characteristics of Arctic cyclones in the 6-hourly NCEP 
reanalysis (Kalnay et al. 1996) for the period 1958-1997. Figure 1 shows the mean winter cyclone 
density (number per analysis found in a 103 (deg lat)2 area) so-obtained. North of 60oN system 
densities exceed 6 x 10-3 cyclones (deg lat)-2 east of southern Greenland and in the Norwegian 
and Kara Seas. Densities between 2 and 4 x 10-3 cyclones (deg lat)-2 are found for winter in the 
Arctic region include Baff in Bay, Davis Strait and south of Baff in Island. In summer (Figure 2) a 
much smoother distribution is evident for the Arctic region and there are no intense maxima. 
Local extrema of density in excess of 4 x 10–3 cyclones (deg lat)-2 are positioned over Alaska, 
parts of northern Eurasia and south of Iceland.  
 The pictures presented here have similarities with those of Serreze et al. (1993), Serreze 
(1995), Brümmer et al. (2000) and Gulev et al. (2001). Having said that, we diagnose somewhat 
higher densities here, and we find winter cyclones to be more numerous than their summer 
counterpart. In part, these apparent discrepancies with the results of earlier work reflect the fact 
that our scheme also counts important (i.e., significant vorticity) ‘open’ depressions. We also do 
not consider cyclones identified in regions where the surface elevation exceeds 1 km. 
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Figure 1: Mean system density (the mean number of cyclones found in a 103 (deg. lat.)-2 area per 
analysis) in winter. Contour interval is 2 x 10-3 cyclones (deg. lat.)-2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Mean system density (the mean number of cyclones found in a 103 (deg. lat.)-2 area per 
analysis) in summer. Contour interval is 2 x 10-3 cyclones (deg. lat.)-2. 
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WGNE assessment of Quantitative Precipitation Forecasts from Operational
Numerical Weather Prediction Models over the U.K.

M. Goeber
�
, S.F. Milton, C.A. Wilson

Met Office, London Road, Bracknell, RG12 2SZ, U.K.

Having recognised the insufficient representativity of precipitation observations available

via the GTS, in 1995 the WGNE initiated the verification of QPFs from operational NWP models

against high quality precipitation observations over different areas of the globe. First results

of this exercise have been obtained for Australia, Germany and the USA (McBride and Ebert

(2000), Ebert et al (2002)). Here, up to 3-day forecasts of daily precipitation accumulation

from the 12 UTC run of 6 global, operational numerical weather prediction models were veri-

fied over the U.K. for more than one year (slightly different samples between models because of

transmission problems). The model data were up/down-scaled by box-averaging to a common

resolution of
�����������
	��

. The forecasts were compared against upscaled daily accumulations

derived from quality controlled and corrected radar observations (Harrison et al (2000)) com-

prising the British Isles and adjacent waters.

Statistics of events in certain categories was computed on the basis of monthly and total

contingency tables, respectively. Plots are presented of the frequency bias (number of forecast

events to number of observed events irrespective of concurrence) and Equitable Threat Score

(ETS, accuracy measure of the number of hits larger than expected randomly, relative to the

sum of hits, false alarms and misses).
Fig. 1 shows that most models have a tendency to overforecast the number of events. They

all do the most accurate forecasts for accumulations of about 
 	�	������
���
(maximum ETS) and

offer less skillful forecasts below and above that threshold. These findings are similar to earlier
studies, e.g. Ebert et al (2002). The following graphs of the time evolution of the monthly
scores show a substantial variability of the monthly performance of the models themselves and
between the models.
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(a)

Figure 1: Frequency bias (left) and Equitable Threat Score (ETS, right) as a function of precipi-

tation threshold for daily accumulations 2 days into the forecasts.

Figure 2: Monthly time series of frequency bias (upper panel) and ETS (lower panel) for daily

accumulations of more than 0.2mm (left) and more than 4mm (right) of day three of the fore-

casts.



���������
	���
 �����
������� ������������������� �������  !��"�#��
$&% ������'(�)�*�+�,���-�.',�/�&�*0�� 12�43����������657����� �8�+'����:9;�������

<�=�>@?BA+CEDGFH=6IJ>LKM>ONPA�AQDPC�CE?RNPS6TVU�DWA�A�XYDPZ4[\NPS
]^CO[\DWAQFH=�I_>`?Ba�NPS6Tcb�S7d�?e>OD7S6[\I_S7CENgfRU�I_AQIJNg>`a`=4h�i+S6agj

kmlnk XYNg>ECpo�I_fBfR]qdWI_Ssr�I
t Ivu�?BS6wPCEDWS
h*xyNPA�AQNPa`=sr6AQIvC�COA,z7{g|7{ k

b~}�[\NP?Bf����`�_�m���J�@�m�J���R���J�E�������W�@�J���P���g�_�J�v�����v�O�
b�S�>`?���r6IL��?edWDWS6?RNPS6TV�MNg>ON�b�SWCEIJ�n=6N���?
x�NgA�AQNPa`=sr6AQIvC�COA,i+S6A+CO?�COr�C�IYDG�~ �I_a@=6S6DWfeDGwG¡

U�NPfeF�=¢x£j�¤/Ng>`AQDWSHA t Ng�
�MIJF6Ng>ECO[\I_S7C�DG��<�?�d�?Bf4NPS6TVb�S7d�?e>ODWSH[\I_S7C�NPf4b/S6wW?BS6IJIJ>`?�S�w

¥G¥ xyNPA�AQNga@=sr6AQIvC�COA�]qdWI_Ssr6I
<)NP[��H>`?BT6wGIGh�xyNPAQAQNPa`=srHA+IJCQCOAqzW{ k_lW¦

b~}�[\NP?Bf§�©¨WªE¨P�O��ª`�@��ªE«¬����­�®R�§­m���m�J�J�@��ªE«¯����­�®

°M±/²J³p´E±©µg±·¶�¸º¹E¶§»�±p¼�³)¼v±·½�³E¾À¿Á±p¼,¾ÀÂ`½Ã±·¶ÅÄ�¹O»�µ_³�¶§¾ÀÆ�¹OÂ^¸Ç¹E¶�½�²v±~µ�±·¶Å¾Á¹�¼�È`³EÂ@É_³�¶�ÊMËpÌEÌEÍ.Î*ÈOÉJÂJ±.ËpÌEÌEÌ(¹E¸
½�²v¶�±·±�¼J¾ÐÏg±·¶�±pÂ@½6ÆÃ±·½�Æ�¹E¸P¶§³E¾ÀÂv¸Ñ³E¿À¿�¹EÒ_Æ�±·¶�´Q³�½�¾À¹OÂJÆ6¹+´E±·¶�½�²v±4Ó�³�½Ã±·¶§Æ�²v±p¼�Ä�¹Ô´E±·¶§±p¼�Ò@Ê�½�²v±�ÕR³�½�¾À¹OÂJ³E¿J°M±p³�½�²v±·¶
Ö ±·¶�´�¾ÀÄ�±�×R¶�ØQ³EÂ_Æ�³EÆÙÎBÚ
±p¼�Û�³EÆ§¾ÀÂMÚ4¾Á´E±·¶�ÜJ¹E¶�±pÄ·³EÆÃ½/Ý�±pÂ`½Ã±·¶)ÞÑ×�Û�Ú4Ü7Ý4ßÅà7á
²v±/¶§³E¾âÂv¸º³E¿â¿7¼J³�½�³�ÆÃ±·½�Æ¯Ó�±·¶�±�ÞÙËÔß
²v¹OÉv¶Å¿ÁÊ,ã�ÎeØ�»;¶�±pÆÃ¹O¿ÀÉv½�¾À¹OÂ�×�Û�ÚRÜ7ÝHÎeµJ¶§¹�¼JÉ_Ä�±p¼ Ö ½�³�äE±�å�å�å¬±pÆÃ½�¾À»(³�½Ã±pÆ·æ
Þ�çOß.Ëpè+ÎB».¾âÂ@Év½Ã±�ç+ÎeØ�»;¶�±pÆÃ¹O¿âÉv½�¾Á¹OÂ
Õ¯é*°M¶§³E¼ê±pÆÃ½�¾À».³�½Ã±pÆ(µJ¶�¹�¼JÉJÄ�±p¼�³EÂJ¼ê».³�¶�ØE±·½Ã±p¼ëÒ�Êì°M±p³�½�²v±·¶ Ö ±·¶�´�¾âÄ�±pÆ�åíÂ@½Ã±·¶§ÂJ³�½�¾À¹OÂJ³E¿�æ�åíÂJÄ�àîÞº° Ö å�ßÅæ
³EÂJ¼êÞ�ïOß¯Ä�¹OÂ`´E±pÂ@½�¾Á¹OÂJ³E¿H²v¹OÉv¶§¿ÁÊ�¶§³E¾ÀÂ�äO³EÉväE±.¹EÒmÆÃ±·¶�´�³�½�¾Á¹OÂJÆ�³Ô´Q³E¾À¿â³�Ò_¿Á±�¸º¶�¹O»ð½�²v±.¹Eµg±·¶§³�½�¾Á¹OÂ_³E¿s¹EÒ_ÆÃ±·¶�´�¾ÀÂvä
Âv±·½�ÓH¹E¶�Ø�à�ñ�¶§±pÄ·¾Áµ_¾Á½�³�½�¾Á¹OÂ©±pÆÃ½�¾â».³�½Ã±pÆ�¸º¶�¹O»c½�²v±*½�²v¶§±·±*µJ¶�¹�¼JÉJÄ�½�ÆsÓ�±·¶�±
Ä�¹O»�µ_³�¶�±p¼(³�½6»�¹OÂ@½�²J¿ÁÊEæ`¼J³E¾â¿ÁÊEæO³EÂJ¼
²v¹OÉv¶Å¿ÁÊ,½�¾â»�±pÆ�Ä·³E¿Á±pÆ·à^Ú4±pÆ�ÉJ¿Á½�Æ�¾âÂJ¼J¾ÀÄ·³�½Ã±.½�²_³�½ò½�²v± Ö ½�³�äE±)å�å§åRµJ¶§¹�¼JÉ_Ä�½�Æ�²J³E¼�³�²J¾ÁäO²v±·¶òÄ�¹E¶§¶�±p¿À³�½�¾Á¹OÂì³EÂJ¼
Æ�».³E¿â¿Á±·¶�Ò_¾À³EÆò¶�±p¿À³�½�¾Á´E±)½Ã¹,¶Å³E¾ÀÂLäO³EÉväE±pÆ©½�²J³EÂY¼J¾À¼�½�²v±(° Ö å¬µJ¶�¹�¼JÉJÄ�½�Æ·à^á
²J±(¸Ñ³EÄ�½~½�²J³�½~½�²v± Ö ½�³�äE±)å�å§å
±pÆÃ½�¾À»(³�½Ã±pÆn³�¶�±HÒm¾À³EÆÙÎBÄ�¹E¶�¶�±pÄ�½Ã±p¼�É_Æ�¾ÀÂvä
äO³EÉJäE±pÆn½�²v±p».ÆÃ±p¿À´E±pÆ�»(³�ØE±pÆn³EÂ©¾âÂJ¼v±·µg±pÂJ¼v±pÂ@½W³EÆ�ÆÃ±pÆ§Æ�»�±pÂ@½s¼_¾Áó(Ä·ÉJ¿Á½·à
° Ö åò»�¹OÂ@½�²J¿ÁÊL³EÂJ¼ì¼J³E¾À¿ÀÊ�³EÄ·Ä·É_»~ÉJ¿â³�½�¾Á¹OÂJÆ/ÆÃ±·±p»�±p¼ì½Ã¹�¹Ô´E±·¶�±pÆ�½�¾À».³�½Ã±�ÞÑÉJÂJ¼J±·¶�±pÆÃ½�¾À».³�½Ã±+ß�½Ã¹E½�³E¿�¶§³E¾ÀÂv¸Ñ³E¿À¿
¶�±p¿À³�½�¾À´E±6½Ã¹4äO³EÉJäE±pÆ�¼_Év¶§¾ÀÂvä�½�²v±HÓ�³�¶Å»:ÞÑÄ�¹O¿À¼mßGÆÃ±p³EÆÃ¹OÂPànÜs¾ÁäOÉv¶§±4Ë6Æ�²J¹ÔÓ4ÆW½�²v±H¼J¾ÁÏ�±·¶�±pÂ_Ä�±6ÆÃ½�³�½�¾ÀÆÃ½�¾âÄ·Æ·æ+Òm¾ÀÂJÂv±p¼
Ò�Ê�»�¹OÂ@½�²�¸º¹E¶�ËpÌEÌEÍ�à¬á4²v±ò½Ã¹Eµ�µ_³EÂv±p¿7³E¿ÀÆÃ¹�Æ�²v¹+Ó4Æ4½�²J±©Æ�³E».µ_¿Á±~Æ§¾Áô·±~ÉJÆ�±p¼,¾ÀÂ,±p³EÄ§²�»�¹OÂ@½�²Pà¬á
²v±©»�±p³EÂ
¼J¾ÐÏg±·¶�±pÂJÄ�±(µ_¿Á¹E½�Æ�Æ�²J¹ÔÓõ½�²_³�½ò½�²v±·¶�±�¾ÀÆ�³�Ä·¿À±p³�¶~½Ã±pÂJ¼J±pÂJÄ�Ê�¸Ç¹E¶~½�²v±.° Ö å¯¼J³�½�³�½Ã¹qÉJÂJ¼v±·¶�±pÆ�½�¾À».³�½Ã±(¼J³E¾â¿ÁÊ
µJ¶�±pÄ·¾Àµ_¾Á½�³�½�¾Á¹OÂ�Ó4¾Á½�²L¶§±pÆÃµg±pÄ�½~½Ã¹qäO³EÉväE±pÆ�¼JÉv¶Å¾ÀÂvä^Ó4¾ÀÂ@½Ã±·¶/»�¹OÂ`½�²_Æ©³EÂ_¼�½Ã¹q¹Ô´E±·¶�±pÆ�½�¾À».³�½Ã±^µJ¶�±pÄ·¾Àµ_¾Á½�³�½�¾Á¹OÂ
¼JÉv¶Å¾ÀÂvä(½�²J±.Æ�ÉJ».»�±·¶Ôà©á
²J±/»(³�äOÂJ¾Á½�ÉJ¼v±/¹E¸H½�²v±pÆÃ±(¼J¾ÁÏ�±·¶�±pÂ_Ä�±pÆ¬¶§³EÂväE±pÆ¬Òg±·½BÓ�±·±pÂìö÷ï¯øYè�ù^ù,úQû`ü@ý,¸º¹E¶
¶§³E¾ÀÂ@Êê¼J³ÔÊ�Æpàõá
²J¾ÀÆ)µ_³�½Ã½Ã±·¶§ÂþÓ�³EÆ�µJ¶�±pÆ�±pÂ`½^¾ÀÂ\Òg¹E½�²cËpÌEÌEÍ�³EÂJ¼VËpÌEÌEÌ�¼J³�½�³�³EÂJ¼þ».³ÔÊêÒg±,¶§±p¿À³�½Ã±p¼þ½Ã¹
±p¾Á½�²v±·¶ò¶§³E¼J³�¶òÉJÂ_¼v±·¶�±pÆÃ½�¾À»(³�½�¾Á¹OÂ�¹E¸Hµ_¶�±pÄ·¾Áµ_¾Á½�³�½�¾À¹OÂ�¶§³�½Ã±pÆò¼JÉJ±�½Ã¹�¸Ç¶§¹Eô·±pÂ�²@Ê�¼v¶§¹O»�±·½Ã±·¹E¶§Æ�¼JÉJ¶§¾ÀÂvä�Ó4¾ÀÂ@½Ã±·¶
¹E¶
Òg±p³E»y¹+´E±·¶§Æ�²v¹�¹E½�¾ÀÂvä(¼_Év¶§¾ÀÂvä/¿Á¹+Ó*ÎB¿Á±·´E±p¿PÓ4¾âÂ`½Ã±·¶�½�¾â»�±¯ÆÃ½Ã¶§³�½�¾Á¸º¹E¶§»yµJ¶§±pÄ·¾Áµ_¾Á½�³�½�¾Á¹OÂ�±·´E±pÂ@½�Æ·à�åíÂ^³EÂ@Ê^Ä·³EÆÃ±Eæ
° Ö å�³EÂ_¼ Ö ½�³�äE±.å�å§å
±pÆÃ½�¾À».³�½Ã±pÆ~²J³E¼M´E±·¶�Ê�äE¹�¹�¼�³�äE¶�±·±p»�±pÂ@½ò¹Ô´E±·¶Å³E¿À¿nÓ4¾Á½�²MÄ�¹E¶§¶�±p¿À³�½�¾Á¹OÂLÄ�¹�±·ó(Ä·¾Á±pÂ@½�Æ�¹E¸
¼J³E¾À¿ÀÊ/³EÄ·Ä·É_»~ÉJ¿â³�½�¾Á¹OÂJÆHäE±pÂv±·¶§³E¿À¿ÁÊ/äE¶�±p³�½Ã±·¶*½�²_³EÂ)ÿ�à��@à Ö ½�³�äE±Rå�å§ås²J¹OÉv¶§¿ÁÊ©±pÆÃ½�¾À».³�½Ã±pÆ�ÆÃ¹O».±·½�¾À»�±pÆ�±���²_¾ÁÒ_¾Á½Ã±p¼
ÉJÂv¶§±p³E¿À¾ÀÆÃ½�¾ÀÄò³�¶�½�¾Á¸Ñ³EÄ�½�Æ¯Ä§²J³�¶§³EÄ�½Ã±·¶Å¾Áô·±p¼MÒ�Ê�±���½Ã±pÂ_Æ�¾Á´E±�³�¶�±p³EÆ¬¹E¸6´E±·¶§Ê,¿Á¹+Ó¢µ_¶�±pÄ·¾Áµ_¾Á½�³�½�¾À¹OÂ�¶§³�½Ã±pÆ.ÞÑ¿À±pÆ�Æ�½�²J³EÂ
Ë*ù^ù,ú����OßÅà~á
²J¾ÀÆ�¾ÀÆ¬¿À¾ÁØE±p¿ÁÊ^½Ã¹^Òg±/³EÂM³�¶�½�¾Á¸Ñ³EÄ�½¬¹E¸6½�²v± Ö ½�³�äE±�å�å§å
¿Á¹�Ä·³E¿sÒm¾À³EÆRÄ�¹E¶§¶�±pÄ�½�¾Á¹OÂL³E¿ÁäE¹E¶Å¾Á½�²J».Æ�¾ÀÂ
³�¶�±p³EÆ4Ó4¾Á½�²^ÆÃµ_³�¶ÅÆÃ±¯äO³EÉväE±~Ä�¹+´E±·¶§³�äE±Eà



Unbiased RMSD (mm)

1998

0
5

10
15

20
25

30

•

•

•

•
•

•

•

•

•

•

•
•

Jan
�

Feb
	

Mar



Apr
�

May



Jun
�

Jul
�

Aug
�

Sep
�

Oct



Nov
�

Dec
�

•

• •

•
•

•
• •

•

•

•
•

•
•

• •
•

• • •

•

•

•
•

WSI-Gauge
�
Stage3-Gauge
�
Stage3-WSI
�

307
�

187 331
�

40
�

242
�

274
�

574
�

512
�

276
�

582
�

151 201
�

Mean Difference (mm)

1998

-1
0

-5
0

5
10

•
• •

•

•

•

•
•

•

•

•

•

Jan
�

Feb
	

Mar



Apr
�

May



Jun
�

Jul
�

Aug
�

Sep
�

Oct



Nov
�

Dec
�

•
• •

•
•

•

• •
•

•
• •

•

•
•

•

•

•
•

•

•

• •

•

Correlation

1998

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

•

• •

•

•

•

• •

•

•

•

•

Jan
�

Feb
	

Mar



Apr
�

May



Jun
�

Jul
�

Aug
�

Sep
�

Oct



Nov
�

Dec
�

•

•

•

•

•

•
•

• • •
•

•

•

•

•

•

•

•
•

• •

•

•
•

Üs¾ÁäOÉv¶�±,Ë�� Ö ½�³�½�¾ÀÆÃ½�¾ÀÄ·Æ~¹E¸
¼J³E¾À¿ÁÊqµJ¶�±pÄ·¾Àµ_¾Á½�³�½�¾Á¹OÂL¼_¾ÐÏ�±·¶§±pÂJÄ�±pÆ�¸º¹E¶)ËpÌEÌEÍ�æ�Òm¾ÀÂJÂv±p¼�Ò�ÊL»�¹OÂ@½�²Pà��¬¾ÐÏ�±·¶§±pÂJÄ�±pÆ
ÆÃ½�³�½�¾ÀÆ�½�¾ÀÄ·Æ
³�¶�±�¸º¹E¶
° Ö å�Î��¬³EÉväE±�ÞºÒm¿ÀÉv±+ßÅæ Ö ½�³�äE±�å§å�åBÎeäO³EÉJäE±)Þº¶�±p¼mßÅæJ³EÂJ¼�° Ö å�Î Ö ½�³�äE±~å�å�åRÞºäE¶�±·±pÂ�ßÅà



DEVELOPMENT OF SCATTEROMETER-DERIVED RESEARCH QUALITY
SURFACE PRESSURE FIELDS FOR THE SOUTHERN OCEAN

K. A. Hilburn*, M. A. Bourassa, and J. J. O’Brien
Center for Ocean Atmospheric Prediction Studies, Florida State University, Tallahassee, Florida

1. INTRODUCTION

The scarcity of observations over the oceans
has long frustrated meteorological research in the
Southern Hemisphere.  Launched in 1999, the
SeaWinds scatterometer on the QuikSCAT
satellite provides unprecedented coverage of the
Southern Ocean (Fig. 1).  SeaWinds on
QuikSCAT has been used to determine high-
quality surface wind speed and direction
(Bourassa et al. 1997, Freilich and Dunbar 1999;
Bourassa et al. 2001), and in turn, surface
pressure (Harlan and O’Brien 1986; Brown and
Levy 1986; Brown and Zeng 1994; Zierden et al.
2000).  This study has two goals.  First, is
demonstration that the scatterometer can be
effectively used to calculate high-resolution,
research-quality surface pressure fields without
thousands of buoys.  Second, is demonstration
that the scatterometer has an impact on existing
analysis covering the Southern Ocean.

2. DATA

The data to be used were processed with the
Ku-2000 model function that has been shown to
result in 60% of the QSCAT-1 uncertainties
(Bourassa et al. 2001).  Radiometer data from
other sources were used to flag cells potentially
contaminated by precipitation and were not
considered in the analysis.  NCEP reanalysis was
used to initialize the pressure field and update
boundary conditions.  The analysis data are
available on a 2.5° global grid at 6-hour intervals.
Global Telecommunications System (GTS) data
received past the window for NWP processing will
be used as comparison data for validation.  Errors
in both the satellite pressures and in the GTS
pressures must be considered.  The technique of
Kent et al. (1998) could be used, for example.

3. METHODOLOGY

Geostrophic vorticity may be calculated from
an initial (analysis) pressure field using the
centered difference form of

 (ζA
ij)g = (ρfj)

-1 ∇2pij + (βj/ρfj
2) ∂pij/∂y

* Corresponding author email:
hilburn@coaps.fsu.edu

where p is sea-level pressure and ρ is taken to be

a constant (1.225 kg m-3).  This value of vorticity is
blended with the satellite vorticity using a
variational method (Zierden et al., 2000).  Before
blending, however, the satellite vorticity must be
converted to its geostrophic equivalent.  First, a
“reduction-rotation” method is used to relate the
satellite vorticity (ζS) to a gradient equivalent

(Clarke and Hess 1975; Harlan and O’Brien 1986).
Theoretical considerations (Brown and Zeng 1994)
suggest a scaling factor of 1.5 and a cyclonic
rotation factor of 18° for neutral stability, which will
be used in this study.  The gradient vorticity is then
adjusted to its geostrophic equivalent using a
method inspired by Patoux and Brown (2001) and
Endlich (1961).  The gradient wind equation can
be written as

Vg = V(1+V/fR) = V (1+Ro)
where Ro is the Rossby number.  If the flow is
steady, it can be shown that
Ro = 1/fV2 [(u2 ∂v/∂x - v2 ∂u/∂y) - uv(∂u/∂x - ∂v/∂y)]

Terms involving time derivatives of the wind field
can be included to get the full trajectory curvature,
but Patoux and Brown (2001) obtain good results
without these time dependent terms.  The gradient
wind adjustment is performed in the swath, and
then both the satellite and analysis geostrophic
vorticities are transferred to a regular 0.25° earth-
aligned grid.

The variational method minimizes the cost
function F to find the solution fields pij and ζij,

F(pi,j , ζi,j , λi,j)  =  Σi Σj [λi,j Hi,j + Kζ/2 Mi,j
2 +KE/2  Gi,j]

where λij is a Lagrange multiplier, Hij is the strong

contraint or model, Mij is the data misfit, Gij is the
weak constraint or regularization, and Kζ and KE

are Gaussian precision moduli.  The model takes
the form

Hi,j  =  (ρfj)
-1[∇2pi,j  -  (βj/fj) ∂pi,j/∂y]  -  ζi,j

The data misfit takes the form
Mi,j  =  ζi,j  -  ζ*i,j

where (ζ*ij)g takes on the satellite value, (ζS
ij)g,

inside the swath and the initial value, (ζA
ij)g,

outside the swath.  The regularization is simply a
minimization of the geostrophic kinetic energy

Gi,j  =  (2ρ2 fj
2)-1  ∇pi,j •∇pi,j



Minimization of the cost function reduces to
solving
(ρfj)

-1[∇2pi,j - (βj/fj) ∂pi,j/∂y] - (K/2ρfj) (pi,j - p0i,j)  =  ζ*i,j

where K = KE/2Kζ.  This may be solved using

successive overrelaxation.

4. RESULTS AND VALIDATION

Extensive calculations and validation are
being performed at this time.  Once completed, the
two goals stated in the introduction will be
evaluated.
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FIG. 1. Typical daily coverage of SeaWinds over the Southern Ocean.
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There is a great deal of investigations of power spectra of meteorological variables time series 
[1-2 and other]. In the most of them, attention is focused on especial, relatively narrow, spectral bands. 
The object of this paper is the study of form and features of power spectra of meteorological variables 
in wide spectral band. Four time sets for surface and upper-air levels were used for the study. The 
geographical location of observing site for surface data series is middle part of European Russia, near 
Moscow. The surface data are following. M1  is the 44-year series with 3 hour sampling rate, M2 is 
15-day series with 10 sec sampling rate, M3 is 3-hour  set with 0.1 sec sampling rate. The frequency 
band for surface data covers periods from seconds to years. The upper-air series are the radiosonde 
measurements for 10 year with 1 day sampling rate.  

The power spectra of surface temperature and pressure are given in Fig.1 and Fig.2 in ln(ω) - 
 S(ω) coordinates. The thick line denotes the M1 spectra, the thin line denotes M2 spectra, and 

dotted line denotes  M3 spectra. It can be seen that maximal temporal variability takes place in 
spectral band of ∆ω 5*10

ω

-7-1*10-6 sec-1 (periods of 20-10 days). Spectral density increases with 
frequency for spectral band less than 10-6 sec-1 and decreases as ω-2 in spectral band 5*10-6 sec1 to 0.1 
sec. The ω2  and ω-2 functions are shown in the figures as crosses. Besides annual and diurnal 
oscillations, there are periodicities of scale from years to hours in temperature and pressure spectra. 
The annual periodicity is two power more than diurnal one, which, in turn, is a power more than 10-20 
day maximum. Biennial maximum is two power less than seasonal one. 20-50 days periodicities in 
pressure spectra are of special interest. One of probable explanations for their appearance is effect of 
some planetary waves, for instance Madden-Julian Oscillations (MJO), which are known to be 
detected both in the tropics and in the middle latitudes [3-4] at high levels. 

Power spectra for surface wind speed and its components are shown in Fig. 3 and Fig. 4. The 
well-known Van-der-Hoven spectrum in reduced form is given in Fig.3 too. Unlike temperature and 
pressure, wind speed spectra show maximum of spectral density  in band (2-3)*10-6 sec-1 (periods of 4-
5 days). There is mesometeorological minimum and turbulent maximum. Spectra of wind speed differ 
from spectra of its zonal (U) and meridional (V) components. The synoptic band of variability is much 
more in zonal and meridional components than in module of wind speed.  

To detect possible oscillations of  MJO scale at upper-air time series, we studied the spectra 
of upper-air meteorological time series.. Ten stations within European Russia were selected, and the 
spectra of data on standard pressure levels were estimated. These spectra were averaged over 10 
stations. The averaged spectra for geopotential height and U-wind for 850 and 200 hPa are shown in 
Fig. 5. It can be seen that a considerable fraction of power corresponds just to MJO scale processes. 
However, further studies are needed to explain if these MJO-like oscillations in mid-latitudes are of 
the same origin as the tropical MJO. 

The research analysis was partly  supported by Russian Basic Research Foundation (RBRF), 
Project No 01-05-64362 and No 01-05-65285. 
 
References: 
1.  Fagbente L., 1995: Fourier analysis of climatological data series in a tropical environment. Int.J.Energy Res., 

19, No 12. P.117-123. 
2.  Grachev A.A., 1994: Free convection frequency spectra of atmospheric turbulence over the sea. Boun.-

Lay.Meteorol., 69, No1-2. P.27-42. 
3.  Madden R.A., P.R.Julian. 1994: Observaions of the 40-50-day tropical oscillation: A review. Mon. Wea. 

Rev., 112, P. 814-837. 
4.  Krishnamurti T.N., Sulochana G., 1985: On the structure of the 30 to 50 day mode over the globe during 

FGGE. Tellus, 37A, P. 336-360. 
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The year and diurnal modes with frequencies Ω and ωd respectively are the main natural
periodic processes of meteorological quantities variability. Apart of them there are the modes of year
cycle and synoptic periods in the power spectra of meteorological variables, and the considerable part
of energy falls on periods between 10 and 50 days [1]. The research of interaction  between diurnal
modes and low-frequency variability is the object of the paper. The study is based on the spectral
analysis applied to  long time series of pressure, air temperature,  wind speed components, absolutely
humidity and cloudiness in the surface atmosphere layer. All time series are the surface
measurements. The continuance of time series is about 44 year with 3 hour time step. Data on three
stations of European Russia in middle latitudes were analyzed.

Researching of the fine structure of meteorological energetic spectra showed the existence of
as diurnal period and its harmonics (12 and 8 hours). As it can be seen in Fig. 1 each of them
including diurnal period has a few lateral maximums. On X-axis there are the harmonics numbers i
shifted on I and related with frequency as  (i+I)/. T  is the continuance of the time set. I is equal
16000 for diurnal mode, 32000 for 12-hour mode and 48000 for 8-hour mode.

The frequency distance between central and lateral maximums is multiple the difference Ω -
ωd. For instance the first lateral maximums for diurnal mode fall on the periods 24.034 and 23.966
hours exactly. This is the point to the amplitude modulation of diurnal period in meteorological
variables by their year cycle. The splitting of spectral lines of meteorological parameters varies  for
different meteorological parameters and their harmonics. The asymmetry in splitting of spectral lines
can be seen, especially  in pressure spectra. As a rule a left lateral maximum related with less
frequency is more then right one.

The interaction can be described by multiplicative model which generates as averaged time
series and its spectrum:

X (t) = (1+M cos(Ωt+ϕ) {(1+m1 cos ωd t)2 (1+m2 sinωd t) sinωd t} .
Here X(t)  is the time series, t is the time,  Ω b ωd are yearly and diurnal frequencies,  M, m1, m2  are
modulation coefficients,  ϕ  is the phase; M, ϕ, m1, m2 are constants. Their approximate estimates
were obtained from data sets. The accounting of half-yearly and other  harmonics of year cycle in this
formula would produce the multiple lateral maximums in the spectra.

The spectral analysis of temperature diurnal amplitude indicates that besides year modes there
are other low-frequency  components in the band of periods about 10-40 days. They are much less
than year modes. However, some consistent patterns of interaction of diurnal cycle and low-frequency
components can be seen in Fig.2 and Fig.3 where the power spectrum of temperature diurnal
amplitude and  the spectrum of coherency between diurnal temperature amplitude and original
temperature set are given.

The research analysis was partly  supported by Russian Basic Research Foundation (RFBR),
Project # 01-05-64362.
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Fig.1. The power spectra for temperature (upper set) and pressure (lower set) for Moscow
station. The modes 24, 12 and 8 hours are presented.
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Fig.2. The power spectrum of original
temperature time set (ST) and its diurnal
amplitude (SD) for Moscow station.

Fig.3. The spectrum of coherency between
diurnal temperature amplitude and original
temperature time set averaged on 3
stations.



Mutual dynamics
of atmospheric components and climatic characteristics
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Mutual dynamics of climatic characteristics and atmospheric components from the
Antarctic ice core at the Vostok station during last 420,000 years (Petit et al., 1999; Kotlyakov
and Lorius, 2000) with the 500-years temporal resolution is analyzed. Time series of the
deuterium content of the ice (T), the greenhouse gases carbon dioxide (C) and methane (M)
contents, the oxygen 18 content (I), the dust content (Ac), and the concentration of sodium
(Am) are studied with the use of correlation analysis - CA,  spectral analysis - SA, wavelet
analysis - WA, (Morlet, 1983; Farge, 1992) and cross wavelet analysis - CWA, (Bezverknny,
2001). For the mutual analysis of two time series the characteristics are introduced similar to
cross spectral ones. Local phase lag, coherence and correlation of two time series based on
their wavelet transforms are defined.

The deuterium content of the ice is a characteristic of temperature (Petit et al., 1999),
while the oxygen 18 content variations reflect changes in global ice volume and in
hydrological cycle (Bender et al., 1994). The dust and sodium contents characterize the
continental and marine aerosol concentrations, respectively.

The results of SA for T, C, M, I, Ac and Am display maxima at Milankovitch periods
(19, 23, 41 and 100 kyrs), MPs (Petit et al., 1999). As an example Fig.1 shows results of WA
for I. These maxima are significant at the level of “red noise” but not all of them, except for T
and C, are significant at the level of 95%. Especially for Ac all of them are not significant at
the 95% level. The only MP peak insignificant at the 95% level for I is  the 100-kyr peak, but
for Am it is on the opposite the only significant one at such a level. For M similar level of
significance was obtained only at periods near 20 kyr. More detailed results of WA show
remarkable amplitude variations for all analyzed variables near MPs.

Results of CA show the best correlation with delay of C, M and I relative to T, Ac and
Am.   For instance, the best correlation between T and C data sets was obtained with a 1 kyr
delay of C relative T. (It is in a general agreement with results of previous analysis. In
particular, from the analysis of the last three glacial terminations Fisher et al. (1999) found
that the C changes 600±400 years after the T changes.) The I lags as a whole with respect to
other  variables.

Results of CWA display phase lags at MP for different variables.  In particular, the C
and I changes are generally delayed with respect to the T changes (with delay up to several
kyrs) at all MP. The mutual M-T, Ac-T and Am-T amplitude and phase dynamics are more
complicated with differences at various MP.

This work was partly supported by the Russian Foundation for Basic Research.



Figure 1. Wavelet analysis of  I (oxygen 18 content, in o/oo) during last 420,000 years.
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Using 19 years (1980-1998) of 5-day average data from the NCEP/NCAR reanalysis data (Kalnay et al 

1996) we studied the duration of low-level circulation anomalies in terms of whether the anomalies occur 
simultaneously with the local SST and in terms of the phase relationship between both fields. Previous observational 
and modeling studies have indicated a strong influence of the tropical SST on the monthly and seasonal average of 
the atmospheric circulation. Likewise, the influence of the extratropical atmosphere on the ocean has been 
demonstrated (e.g. Palmer and Sun, 1985). In general, when the atmosphere forces the ocean a cyclonic 
(anticyclonic) atmospheric vorticity anomaly overlays a cold (warm) SST anomaly. When the ocean forces the 
atmosphere a cyclonic (anticyclonic) atmospheric vorticity overlays a warm (cold) SST anomaly (e.g. Mo and 
Kalnay, 1991; Wallace and Jiang, 1987). Here we investigate, in a case-by-case basis, the duration of atmospheric 
anomalies for each of the two scenarios: “atmosphere forcing the ocean” and “ocean forcing the atmosphere”  as 
defined by the phase relationships. The anomalies considered are those whose departure exceeds one standard 
deviation from the annual cycle; their life span is defined as the time interval that continuously exceeded this 
threshold.  

The zonal average of the number of atmospheric vorticity anomalies over the ocean per grid point 
distributed according to their life span is given in Figure 1 (left). Classification of locally coupled (those that occur 
simultaneously with SST anomalies) and uncoupled atmospheric anomalies are given at the center and right of 
Figure 1, respectively. The distribution shows that locally coupled anomalies account for essentially all the long 
lasting anomalies, whereas the uncoupled atmospheric anomalies have a very short life-span. Note that this result is 
independent of the phase relationship discussed above. The figure also shows that the average life span of anomalies 
decreases poleward for the coupled cases while it is independent of latitude for the uncoupled cases. The same 
statistics were computed for the El Niño/Non-El Niño years to see whether these events could yield a different 
distribution of anomalies but no influence was apparent.  
 

 
Figure 1. Distribution of the zonal average of the number of 850-hPa relative vorticity anomalies, in terms of their 
life span (abscissa axis in days); (a) total number (b) locally coupled, and (c) uncoupled cases. Data from 5-day 
average of daily NCEP-NCAR reanalysis data. 
 

The dependence of the life span of atmospheric anomalies on the local phase relationship is presented in 
Figure 2. The figure shows the difference in number of cases with ocean-forcing minus atmosphere-forcing to 
enhance the signal and it is restricted to positive SST anomalies for the sake of brevity. The figure indicates that the 
"anticyclonic over warm" (atmosphere-forcing) phase predominates in the extratropics while "cyclonic over warm" 
(ocean-forcing) phase predominates in the deep tropics. These results are consistent with past studies that suggest 
that the ocean tends to drive the atmosphere in the tropics while the atmosphere tends to drive the ocean in the 
extratropics. Figure 2 also shows that anomalies with the opposite phase, e.g. "cyclonic over warm" (ocean forcing) 
in the extratropics, do exist but tend to decay much faster. We have applied this methodology (Pena et al, 2001, 



2002) to data from an SST-prescribed atmospheric model (referred to as AMIP runs, Gates et al, 1999), in which the 
ocean always forces the atmosphere. We found that, as could be expected, more “ocean driving” cases than in the 
reanalysis, especially in the extratropics. More importantly, in the AMIP run the simulated atmospheric anomalies in 
the extratropics tend to decay faster than observed in the Reanalysis. The inaccurate accelerated damping of 
anomalies in the model is evidently due to the neglect of the atmospheric feedback to the ocean. We are studying the 
mechanisms that maintain the long lasting anomalies in the coupled case and hope to find from these results 
guidance on how to improve the coupling of ocean and atmosphere models.  
 

 
Figure 2. Difference in the number of ocean-forcing anomalies minus atmosphere-forcing anomalies, zonally 
averaged, for positive SST anomalies. Contours show the percentage of the difference with respect to atmosphere-
forcing cases. 
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Hydrodinamical-statistical model of forecast to 36 hours ahead of dangerous
convective daytime and nighttime phenomena - squalls, tornadoes and rainfalls

E.V.Perekhodtseva
(Hydrometeorological Center of Russia)

Forecast of dangerous convective weather phenomena that cannot be predicted using
existing hydrodynamic models depends strongly on the intuition of a meteorologist.
The statistical model was developed that takes into account a large number of
atmospheric parameters and thus successfully realizes objective automated forecasts
of the phenomena involved for and two days.
The problems of the alternative prognosis of dangerous phenomena (presence and
absence) is solved a problem of the theory of classification when the image of an
existing object (meteorological situation) is presented as a n-dimensional vector
X=(x1, ..., xn) in the n-dimensional space of parameters rn. The problem to build in rn
the decisive rules of recognition follows the problem of selection of the most
informative and independent parameters. This is done in order to get rid of dependent
parameters which worsen the covariation matrix and to change to a space with
smaller dimension. The independent parameters are chosen with the use of
diagonalization of the selective average correlation matrix Rav by permutation of its
rows and columns in such a way that the matrix elements located outside certain
blocks are small, thus the set of parameters splits into the blocks including
interconnected parameters that are only slightly dependent on parameters belonging
to a different block.
The process of diagonalization of Rav and selection of the most informative factors
within a group can be done under the condition that the number of groups is
determined during calculations rather than is specified before. The biunique
correspondence was established between matrix Rav and a connected graph = whose
vertices correspond to xi and the edges correspond to rij . On specifying a closeness
threshold ro only those edges of = stay preserved whose rij>=ro. Then the closed
graph = splits into a certain number non-closed subgraphs and isolated vertices xk
thus determining the block structure.

Specifying different values of ro we obtain different sets of subgraphs and
isolated vertices. Our program allows us to obtain for each r=ro+(-)dr (dr=0.01,
0.02,...0.05)  the corresponding set of subgraphs and vertices. Then we take from
each block the most informative predictor using the Mahalonobis distance and the
entropy criterion by Vapnik-Chervonenkis [1]. As a result we get the informative
groups of the slightly dependent predictors. Then  taking combinations of informative
predictors from each block (at least two) with independent informative predictors
(isolated vertices of the graph) we have combinations of all most informative groups
of predictors without exhaustive search.



For the investigated phenomenon “squall” and for the optimum value of ro=0.5
the selective correlation matrix Rav got splited into five blocks of strongly dependent
predictors and a certain number of isolated diagonal elements, the most informative
parameter being the presence of a front. The approximate dimension of the
informative vector-predictor it proved to be six. The estimations of the success of
separation in the examination sample for the chosen vector-predictor consisting of six
elements were the highest. During routine utilization the linear discriminant function
depending of six atmospheric parameters is calculated automatically and then is used
to predict the squalls (V>=20 m/s) in any given location of the European part of
Russia [2,3].

In development of forecast for strong rainfalls (Q>= 15mm/12 h) we have
selected in a similar way from 40 atmospheric parameters a 7-dimensional vector-
predictor and calculated corresponding linear discriminant functions for automated
forecast in the 150x150 km net covering the European part of Russia. The forecast of
daytime rainfall is being done for the current and the next days to 24 and 36 hours
ahead in six regional bureaus of Hydrometeorological Service [4]. Such forecast
method for rare daytime squalls and tornadoes (V=25m/s) done in 1996-1998 was
also recommended for practical usage at the territory of High Volga, St-Petersburg
and North area and at the territory of the Central region and at the North Caucasus.
The result of forecast of these phenomena to 36 hours ahead is good enough too. The
independent assessments of criterion of Pirsi-Obukhov are 0,34-0,58 for different
convective phenomena, more better than the assessment of such synoptic and
hydrodinamical forecast /5/.
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EARLY DETECTION OF TROPICAL CYCLONES USING SEAWINDS-DERIVED
       VORTICITY FOR THE 2001 HURRICANE SEASON
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1.  INTRODUCTION*

The SeaWinds scatterometer aboard the Quikscat
satellite provides routine surface wind vector
observations roughly two times a day over the tropical
oceans.  These data have been useful in monitoring the
intensity and location of tropical cyclones (TCs,
Katsaros et al. 2001).  Sharp et al. (2002, hereafter
referred to as SBO) used these observations to create
spatially averaged vorticity maps, which they used in an
objective technique to determine regions that are
favorable for tropical cyclogenesis.  The current work
uses the same technique, while taking advantage of
newly available near-realtime (< 3 hour delay) data.

2.  METHODOLOGY

SeaWinds observations of the 1999 Atlantic
hurricane season were used by SBO to develop an
objective technique for detection of potential tropical
cyclones.  The technique applies a mean vorticity
threshold over a given spatial area.  Vorticity is
calculated directly within the SeaWinds observational
swaths.  Ideally, the existence of a TC (i.e., either a
tropical depression, tropical storm, or hurricane) could
then be confirmed by conventional tools such as
satellite pictures of the area to look for persistent,
organized convection.

The spatial scale for averaging vorticity is a 7-point
(175 km) by 7-point box centered on the swath points.
Individual vorticity values are calculated at the center of
each 4-vector box of wind observations by determining
the circulation around the box and then dividing by the
area.  A minimum of three wind vectors out of four in a
square is required for the calculation.  This approach
allows the vorticity to be calculated at the same spatial
density as the wind observations.  All wind vector data
are used in these calculations (i.e., the rain-flagged data
are not removed).  The inclusion of rain-flagged data
likely modifies the vorticity calculation; however, the
noise that results by including these data is small
compared to the signal in the area of potential TCs.  The
average is then calculated from these individual vorticity
values.  For an average to be made, we choose to
require that at least 44 (about 90%) of the 49 vorticity
observations exist (i.e., not be missing).  This limits the
technique's ability in areas close to land and on the
edge of the swaths.  The test has three components:

1.  The average vorticity in the 7-point by 7-point
box must exceed the subjectively determined minimum
threshold vorticity (10¥10-5 s-1).

2.  The maximum rain-free wind speed within the
box must exceed a certain minimum wind speed (10.0
m s-1).

3.  The above two criteria must be met at least 25
times (i.e., approximately an area of   15 000 km2) within
a 350 km by 350 km area.
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If the above criteria are met, then a potential TC is
identified.  These threshold numbers are subjectively
determined using the research-quality SeaWinds data
for the 1999 Atlantic hurricane season (the
near-realtime product was not available at that time).
Storms from that season had to be directly ‘hit’ by the
QuikSCAT swath (i.e., the storm center could not be
within 150 km of the edge of the swath) and their central
circulation pattern had to be clear of any landmasses to
be considered in our determination of a threshold.  Due
to the small sample of swaths that fit these criteria (40
swaths), the thresholds might be too large, but are good
for lowering the false alarm rate for 1999.

The domain used by SBO to develop this technique
is the Gulf of Mexico, the Caribbean Sea, and the
tropical Atlantic in the latitude band from 10∞N to 25∞N.
Points north and south of this band were excluded
because they are climatologically unfavorable origin
points for TCs, and TCs did not develop there in the
1999 season.  Test runs farther north are also
susceptible to mis-identifying mid-latitude frontal
systems in the latter months of the hurricane season.
For this pilot project, we expand the domain to include
the entire tropical Atlantic from 8∞N to 30∞N as well as
the eastern tropical Pacific (east of 140∞W).

3.  EARLY RESULTS

3.1  The Atlantic Basin

For the 2000 Atlantic hurricane season, SBO
showed moderate success at detecting potential TCs
within the near-realtime Quikscat data.  Their
vorticity-based test found signals for 3 of 12 TCs an
average of 20 hours before the NHC classified them as
TCs.  For the 2001 season, the results are a little better.
8 of the 17 TCs (Table 1) are identified an average of 43
hours before the NHC classified them as TCs.  The
earliest detection was for TC Felix, which was identified
62 hours before the NHC classified it as a TC (Fig. 1).

The probability of detection (POD, the number of
times a system was detected early or during its
existence divided by the total number of times
QuikSCAT passed over an existing system) was 0.85.
The false alarm rate (FAR, the number of times when
the technique said a system would develop and none
did divided by the total number of hits) was 0.36.  The
critical success index [CSI, the number of times systems
were detected early or during their existence divided by
the sum of the number of detected systems (N=88) and
the number of times QuikSCAT passed over a
developed system and the algorithm did not detect it
(10)] was 0.57.

3.2  The East Pacific Basin

The technique and thresholds described above are
extended into the East Pacific basin to determine their
effectiveness in that region.  The test found signals for
14 of 17 TCs (Table 2) an average of 42 hours before
the NHC classified them as TCs.  The earliest detection
was for T. D. 6, which was identified 79 hours before the
NHC classified it as a TC (Fig. 2).



The POD for these systems was a successful 0.95;
however, the FAR was a slightly higher 0.38 when
compared to the Atlantic statistics.  The CSI was 0.60.
The degraded FAR statistic comes from the increase in
the number of mis-identification of shear lines.  This is
likely because of the proximity of the Intertropical
Convergence Zone to the domain of study.  An increase
in the minimum vorticity threshold could reduce the false
alarms and still provide a successful POD.

Acknowledgments
Gene Legg and Paul Chang at NOAA/NESDIS

provided the near-realtime data used in this report.
Thanks to Jiraporn Whalley and Stacey Campbell for
their help in automating the retrieval and processing of
that data.  NASA support came through funding for the
Ocean Vector Wind Science Team.  Operational
scatterometry activities are funded by NOPP.  COAPS
receives its base funding from ONR's Secretary of the
Navy grant to James J. O'Brien.

References

Katsaros, K. B., E. B. Forde, P. Chang, and W. T. Liu,
2001:  QuikSCAT’s SeaWinds facilitates early
identification of tropical depressions in 1999
hurricane season.  Geophys. Res. Lett., 28, 1043-
1046.

Sharp, R. J., M. A. Bourassa, and J. J. O'Brien, 2002:
Early detection of tropical cyclones using
SeaWinds-derived vorticity.  Bull. Amer. Meteor.
Soc., in press.

____________________________________________
Table 1.  Early detection times relative to the NHC’s
initial classification time (i.e., the time when the system
first reached the criteria used by the NHC) for the 2001
Atlantic hurricane season.  Nine TCs were not identified
before the NHC's initial classification time.

Storm Detection time prior to NHC
(in hours, hindsight)

T. D. 2 31
Chantal 31
Erin 61
Felix 62
Gabrielle 10
Karen 47
Lorenzo 55
Olga 48

Table 2.  Same as Table 1 but for the 2001 East Pacific
hurricane season.  Three TCs were not identified before
the NHC's initial classification time.

Storm Detection time prior to NHC
(in hours, hindsight)

Adolph 9
Barbara 24
Cosme 45
Dalila 51
Erick 44
T. D. 6 79
Flossie 45
Gil 31
Henriette 26
Juliette 6
Kiko 62
Lorena 50
Narda 26
Octave 54

Pre-Felix

Fig. 1.  Tropical Cyclone Felix 62 hours before the NHC
classified it as a TC (0703 UTC 5 September 2001). The
background grayscale represents spatially averaged
vorticity.  Wind speed is proportional to arrow length.
Gray arrows indicate data flagged by the MUDH rain
flag.

Pre-T. D. 6

Fig. 2.  As in Fig. 1, but for Tropical Depression Six 79
hours before the NHC classified it as a TC (1419 UTC
19 August 2001)
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Under a few simpli fying assumptions (e.g., constant values for the atmospheric density and the 
momentum exchange coeff icient) the rate at which mechanical energy is transferred from the atmosphere 
to the ocean is proportional to the cube of the low-level wind speed (UC) (e.g., Simmonds 1985). We 
diagnose the time mean value of this quantity using the 10m winds in the 6-hourly ‘reanalysis’ set of 
NCEP/NCAR (Kalnay et al. 1996) over the 39 winters (DJF) 1958-1996 (the year referring to that in 
which the December fell ). 

The mean of UC in winter is shown in Fig. 1. Over a broad region centred at 40oN in the central Pacific 
the rate surpasses 1750 m3s-3. The higher latitudes in the Atlantic are the region over which the mean 
mechanical energy input is maximised, and especially in the region to the south of Greenland and Iceland.  

Many studies have revealed that the climate of the mid and high latitude oceanic regions in the NH 
appear to be undergoing trends at present. It stands to reason that along with the many changes in NH 
circulation which have been documented, the mechanical energy flux to the ocean (and consequential 
changes in sea state) would also be expected to exhibit trends. The trends in the mean of the cube of the 
wind is shown in Fig. 2 (and those that differ significantly from zero at the 95% confidence level are 
indicated by stippling). Positi ve trends are evident in most of the extratropical Pacific and in the Atlantic 
north of about 40oN and these are significant in a region extending from east of Japan through to south of 
the Aleutian Islands and in most of the Atlantic north of 50oN (and a maximum trend of 255 m3s-3 decade-1 
is found to the north of the UK). These trends are consistent with the recent atmospheric and oceanic 
behaviours documented by Schmith et al. (1998), Carretero et al. (1998), Alexandersson et al. (2000) and 
Graham and Diaz (2001). Further analysis of these identified trends can be found in Simmonds and Keay 
(2002). 
 
Alexandersson, H., and Coauthors, 2000: Trends of storms in NW Europe derived from an updated 

pressure data set. Climate Research, 14, 71-73. 
Carretero, J. C., and Coauthors, 1998: Changing waves and storms in the northeast Atlantic? Bull. Amer. 

Meteor. Soc., 79, 741-760. 
Graham, N. E., and H. F. Diaz, 2001: Evidence for intensification of North Pacific winter cyclones since 

1948. Bull. Amer. Meteor. Soc., 82, 1869-1893. 
Kalnay, E., and Coauthors, 1996: The NCEP/NCAR 40-year reanalysis project. Bull. Amer. Meteor. Soc., 

77, 437-471. 
Schmith, T., E. Kaas and T. S. Li, 1998: Northeast Atlantic winter storminess 1875-1995 re-analysed. 

Climate Dyn., 14, 529-536. 
Simmonds, I., 1985: Analysis of the "spinup" of a general circulation model. J. Geophys. Res., 90, 5637-

5660. 
Simmonds, I., and K. Keay, 2002: Surface fluxes of momentum and mechanical energy over the North 

Pacific and North Atlantic Oceans. Meteor. Atmos. Phys. (in press). 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Mean cube of surface wind speed for winter. The contour interval is 250 m3s-3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Trends in mean winter UC. The contour interval is 50 m3s-3 per decade and regions 
over which the trends differ significantly from zero (95% confidence level) are stippled. 
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The examination of interdecadal variations in ocean dynamics frequently requires the use of different
historical data sets that can suffer from inadequate spatial and/or temporal resolution as well as
inaccuracies and biases due to varying sampling techniques.  Consequently, much effort has been
invested in both the development and validation of reconstructed observational data sets.  Recently, two
studies have used empirical orthogonal functions (EOFs) to reconstruct historical surface wind stress
(Shriver and O’Brien, 1995) and sea surface temperature (SST) (Meyers et al., 1999) of the tropical
Pacific Ocean.

We compare the SST and the wind stress data sets using a simple reduced gravity model.  The model
domain (shown in the top two panels of the figure) encompasses the equatorial Pacific Ocean from
124ºE to 80ºW.  The use of the numerical model driven by the reconstructed winds allows a direct
comparison between two related quantities: SST and upper layer thickness (ULT) of the model, which
is a proxy for the depth of the pycnocline.  Changes in equatorial SST are associated with the dynamics
of equatorial Kelvin waves triggered by the variation in trade winds. The warm phase, or El Niño, is
initiated by the relaxation of trade winds, which force a series of downwelling Kelvin waves that
propagate west to east across the equatorial Pacific Ocean.  The downwelling Kelvin waves increase the
pycnocline depth and inhibit the deeper colder waters from mixing with the warmer surface waters,
resulting in warm SST anomalies in the eastern Pacific Ocean. The cold phase, or La Niña, is
characterized by a series of upwelling Kelvin waves that are triggered by an increase in the trade winds.
The upwelling Kelvin waves decrease the depth of the pycnocline, enhance the mixing of colder deep
waters with surface waters, and result in cold SST anomalies in the eastern Pacific Ocean.

EOF analysis of the modeled ULT field from 1930-1998 (Top panel) and the SST field from 1930-1993
(Middle panel) demonstrates that the largest single component of variability (1st EOF mode) for both
data sets is dominated by the ENSO cycle.  The spatial structure of the 1st EOF mode (containing 21%
of the variance) of the modeled ULT field is comprised of a horizontal bipolar structure centered on the
equator.  The regions of largest variation in the eastern Pacific are along the equator and along the
coastal regions and are related to downwelling or upwelling equatorial and coastal Kelvin waves. The
largest variations in the western Pacific extend to 180º and are out of phase with those of the eastern
Pacific.  These are related to the ocean’s response to the shift in the trade winds associated with the
onset of an El Niño or La Niña. The spatial structure of the 1st EOF mode (containing 40% of the
variance) of the SST anomalies consists of a maximum constrained to the equator in the eastern
equatorial Pacific extending from 180º to the coast of South America.  The amplitudes of the two EOF
modes (Bottom panel) are highly correlated (r=0.72), demonstrating that upwelling and downwelling
within the equatorial region caused by the reconstructed winds are evident in the equatorial SST.
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(Top Panel) Spatial structure of the 1st EOF of the upper layer thickness anomalies of the numerical
model forced by the winds from Shriver and O’Brien (1995).  (Middle Panel) Spatial structure of
the 1st EOF of the sea surface temperature anomalies from the analysis by Meyers et al. (1999).
(Bottom Panel)  Amplitudes of the two EOF modes as functions of time.
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