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Development of a Gridded North American Monthly Snow Depth
and Snow Water Equivalent Dataset for GCM Validation

Ross D. Brown®, Bruce Brasnett? and David Robinson®

Validation of GCM snow cover has been hampered by a lack of reliable gridded estimates of snow water
equivalent at continental scales. To address this gap, a snow depth analysis scheme developed by
Brasnett (1999) and employed operationally at the Canadian Meteorological Center (CMC), was applied
to generate a 0.3 degree lat./long. grid of monthly mean snow depth and water equivalent for North
America for validating GCM snow cover simulations for the AMIP Il (Atmospheric Model Intercomparison
Project) period (1979-1996). Approximately 8000 snow depth observations/day were obtained from US
cooperative stations and Canadian climate stations for input to the analysis (Fig. 1). The first-guess field
used a simple snow accumulation, aging and melt model driven by 6-hourly values of air temperature and
precipitation from the European Centre for Medium-range Weather Forecasting (ECMWF) ERA-15
Reanalysis with extensions from the TOGA operational data archive. A discussion of the methodology is
presented in Brown et al. (2001).

Extensive validation of the historical analysis with independent in situ and satellite data revealed that the
gridded dataset was able to successfully capture the important features of the North American snow
cover climate such as continental-scale variation in SWE (Fig. 2). The snow depth climatology revealed a
number of improvements over the Foster and Davy (1988) product, namely an improved representation of
the snow line in June and October, and a more realistic spatial distribution of snow over the western
cordillera (Fig. 3). The dataset successfully captured interannual variability in snow cover extent and
SWE during the November to April period, but was less successful in the May-October period when the
snowline was located over data sparse regions of NA. Overly rapid melt of snow in the spring contributed
to this problem at high latitudes. The validation results will be published in Brown et al. (2002).
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Mean SWE Transect 53N, March 1979-1997
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Figure 2: Comparison of mean March SWE from the CMC
analysis with snow course observations along an east-west
transect at 53 degrees N.

Figure 1: The daily snow depth network available
for the analysis.

Figure 3: Comparison of mean snow depths (cm) for the CMC (1979-1996) and Foster and Davy (1988)
snow depth climatologies for October, February and June. Mean snow cover percent for the 1972-1993
period from the NOAA weekly dataset is shown on the right.
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Seasonal features of Arctic synoptic activity
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Cyclones are an integral part of the dimate system in the Arctic basin, but have been littl e
studied, partly becaise of the haostile environment and the limited data avail ability. We have used
the Melbourne University cyclone tradking scheme (Simmonds and Keay 2000 to dagnose the
winter (DJF) and summer (JJA) charaderistics of Arctic cyclonesin the 6-houly NCEP
reanalysis (Kalnay et al. 1999 for the period 19581997.Figure 1 shows the mean winter cyclone
density (number per analysis foundin a 10° (deg |at)® areg so-obtained. North of 60°N system
densities exceal 6x 10° cyclones (deg lat)? east of southern Greenland and in the Norwegian
and Kara Seas. Densiti es between 2and 4x 10° cyclones (deg lat)? are foundfor winter in the
Arctic regioninclude Baffin Bay, Davis Strait and south of Baffin Island. In summer (Figure 2) a
much smocther distributionis evident for the Arctic region and there ae no intense maxima.
Locd extrema of density in excessof 4 x 107 cyclones (deg lat)? are positioned over Alaska,
parts of northern Eurasia and south of Icdand.

The pictures presented here have simil arities with those of Serreze € al. (1993, Serreze
(1995, Briummer et a. (2000 and Gulev et a. (2001). Having said that, we diagnose somewhat
higher densiti es here, and we find winter cyclones to be more numerous than their summer
courterpart. In part, these goparent discrepancies with the results of ealier work refled the fad
that our scheme dso countsimportant (i.e., significant vorticity) ‘open’ depressons. We dso do
not consider cyclonesidentified in regions where the surface éevation excealds 1 km.
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Figure 1: Mean system density (the mean number of cyclones found in a 10° (deg. lat.) area per
analysis) in winter. Contour interval is 2 x 10 cyclones (deg. lat.)™.

Figure 2: Mean system density (the mean number of cyclones found in a 10° (deg. lat.) area per
analysis) in summer. Contour interval is 2 x 10° cyclones (deg. lat.)™.



02-05

Detection of Cloudiness from Temperature and Humidity Profiles
for Different Resolution of Radiosonde Sounding by Various Methods

Irina V. Chernykh, Oleg A. Alduchov
Russian Research Institute of Hydrometeorological Information- Word Data Center, Obninsk, Russia,
E-mails: civ@meteo.ru , aoa@meteo.ru

In this paper analysis of resources of some methods (Smagorinsky, 1960; Dmitrieva-Arrago et al.
1969; Arabey-Moshnikov, 1975; Dubrovina, 1982; Chernykh and Eskridge, 1996; Dmitrieva-Arrago
and Shatunova, 1999) for cloudiness determination from temperature (T) and humidity profiles for
different resolution A/ of radiosonde sounding is presented.

The temperature and humidity profiles from GPS-sounding for 23:15 (UTC) 4 May 1998 during
SHEBA experiment were used for research. Mixed low clouds with base near 700 m and top near
1100 m and almost dissipated middle clouds were observed about 22:00 (UTC), according aircraft
NCAR C-130Q observations about 22:00 (UTC) and Radar data (Curry, 2000).

From original SHEBA-GPS soundings data with 1-2 m resolution profiles with distance between
levels for Ah = 100, 200, 300, 400, 500, 600 and 700 m were obtained. These profiles were formed by
some steps: on the first stage, only standard isobaric levels data were taken; on the next stages the
significant levels for temperature and humidity were added to standard levels. This process to addition
the significant levels for T and humidity was repeated until the distances between levels became not
more than Ah. The values of the T and relative humidity were defined as significant, if it's derivative
from linear function between two neighboring levels were more than 0.5 °C and 2.5 % respectively.

By Smagorinsky diagram (table 1), cloudiness with cloud amount 70% and 60% of the sky in the
atmospheric layers 1000-800 hPa and 800-550 hPa was predicted for all Ah. High clouds (5-7% of the
sky), was determined in the layer 550-300 hPa for Ah = 100, 200, 300, 400, and 700 m.

Methods, developed by Dmitrieva-Arrago-Shatunova and by Dubrovina, are based on using the
critical values of dew point depression for existence cloudiness. Cloud boundaries, predicted by the
methods were equivalent for all A% (table 2). By these methods middle clouds were detected only for

Ah <400 m, low clouds were predicted and high clouds were absent for all resolutions. Low clouds
boundaries are in good agreement with aircraft observations.

Low, middle and high clouds were exist according by Arabey-Moshnikov diagram tables 3 and 4.
Cloud layer base was detected at height about 300 m - 700 m (for different A/ ) and the cloud top at
about 4750 m (table 3). But different cloud amount was predicted for different sounding levels (table
4). Overcast was predicted at height about 700 m for all A% . Else thin cloud layers with cloud amount
60-80% were predicted in atmospheric layer 5-8 km.

As it follows from tables 1-5, low clouds were detected by all methods for all sounding resolutions,
but results, obtained by Arabey-Moshnikov diagram and Chernykh and Eskridge method (table 5),
give more detailed vertical cloudiness structure and less depend from sounding resolution.

Table 1. Cloud amount (% of the sky), predicted in the atmospheric layers by Smagorinsky diagram for
different A/ .

Atmospheric Ah (m)

layer (hPa) 100 200 300 200 500 600 700
1000-800 70% 70% 70% 70% 70% 70% 70%
800-550 60% 60% 60% 60% 60% 60% 60%
550-300 7% 7% 5% 4% 3 : 5%

Table 2. Cloud boundaries (m), predicted by Dmitrieva-Arrago and Shatunova, and Dubrovina
methods for different A/ .

Ah(m)

100 | 200 | 300 | 400 | 500 | 600 700
(hPa) Dmitrieva-Arrago-Shatunova method
1000-850 562-1202 562-1202 710-1071 710-1071 710-1071 710-1071 710-1071
850-500 2002-4559 | 2056-4559 | 2155-4559
(km) Dubrovina method
0-2 562-1202 562-1202 710-1071 710-1071 710-1071 710-1071 710-1071
2-6 2002-4559 | 2056-4559 | 2155-4559
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Table 3. Cloud boundaries (m), predicted by Arabey-Moshnikov diagram for different A/ .

Ah(m)
100 200 300 400 500 600 700
346-4752 419-4752 419-4752 419-4752 419-4752 710-4752 710-4752
5294-5490 5351-5490 5351-5490 5351 5351 5351 5351
6276-7078 6276-7016 6276-7016 6276-6892 6276-6892 6276-6644 6276-6644
7195-7469 7253-7469 7253-7469 7367 7369 7367 7367

Table 4. Cloud layers (m) or level and cloud amount (% of the sky), predicted by Arabey-Moshnikov

diagram for different A/, in atmospheric layer below 7000 m

cloud Ah (m)
amount (%) 100 200 300 400 500 600 700
60-80 346-487 419 419 419 419
80-100 562-1387 562-1330 709-1330 710-1330 710-1330 710-1330 710-1330
60-80 1443-3975 | 1443-3975 | 1443-3975 | 1558-3975 | 1558-3975 | 1558-3975 | 1558-3975
80-100 4070-4559 | 4168-4559 | 4168-4559 | 4168-4559 4364 4364 4364
60-80 4656-4752 4752 4752 4752 4752 4752 4752
60-80 5294-5490 | 5351-5490 | 5351-5490 5351 5351 5351 5351
60-80 6276-7078 | 6276-7016 | 6276-7016 | 6276-6892 | 6276-6892 | 6276-6644 | 6276-6644
60-80 7195-7469 | 7253-7469 | 7253-7469 7367 7369 7367 7367
Table 5. Cloud layers boundaries (m), predicted by Chernykh and Eskridge method for
different Ah/ AH , Ah — sounding resolution, AH — minimal detected cloud layers thickness.
Ah1AH (mim)
100/50 200/100 300/100 400/100 500/100 600/100 700/100
273-367
505-736 509-755 496-767
818-909 928-1137 929-1223 775-1209 775-1209 775-1209 775-1209
1746-1823 1762-1870 1765-1879 1765-1878 1767-1900 1767-1898 1767-1898
1982-2053
2064-2207 2024-2154 2089-2279 2088-2280 2344-2533 2279-2464 2279-2464
2703-2787
2883-2959 2964-3104 2864-3087
3659-3735 3714-3872 3714-3872
3831-3913
4042-4202 4051-4237 4051-4237 3917-4128 3917-4128 3919-4130 3919-4130
4430-4506 4490-4677 4490-4677 4554-4786 4554-4786 4553-4781 4553-4781
5334-5421 5234-5458 5244-5557 5246-5556 5246-5556 5245-5617 5245-5617
6100-6223 6172-6889 6245-6839 6212-6832 6212-6832
6717-6810 6677-6867 6551-6876
7298-7412 7288-7429 7242-7482 7243-7483 7251-7695 7250-7695 7250-7696
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WGNE assessment of Quantitative Precipitation Forecasts from Operational
Numerical Weather Prediction Models over the U.K.

M. Goeber; S.E Milton, C.A. Wilson
Met Office, London Road, Bracknell, RG12 2SZ, U.K.

Having recognised the insufficient representativity of precipitation observations available
via the GTS, in 1995 the WGNE initiated the verification of QPFs from operational NWP models
against high quality precipitation observations over different areas of the globe. First results
of this exercise have been obtained for Australia, Germany and the USA (McBride and Ebert
(2000), Ebert et al (2002)). Here, up to 3-day forecasts of daily precipitation accumulation
from the 12 UTC run of 6 global, operational numerical weather prediction models were veri-
fied over the U.K. for more than one year (slightly different samples between models because of
transmission problems). The model data were up/down-scaled by box-averaging to a common
resolution of 96 x 96km?. The forecasts were compared against upscaled daily accumulations
derived from quality controlled and corrected radar observations (Harrison et al (2000)) com-
prising the British Isles and adjacent waters.

Statistics of events in certain categories was computed on the basis of monthly and total
contingency tables, respectively. Plots are presented of the frequency bias (number of forecast
events to number of observed events irrespective of concurrence) and Equitable Threat Score
(ETS, accuracy measure of the number of hits larger than expected randomly, relative to the

sum of hits, false alarms and misses).

Fig. 1 shows that most models have a tendency to overforecast the number of events. They
all do the most accurate forecasts for accumulations of about 2mm day~' (maximum ETS) and
offer less skillful forecasts below and above that threshold. These findings are similar to earlier
studies, e.g. Ebert et al (2002). The following graphs of the time evolution of the monthly
scores show a substantial variability of the monthly performance of the models themselves and
between the models.
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Figure 1: Frequency bias (left) and Equitable Threat Score (ETS, right) as a function of precipi-
tation threshold for daily accumulations 2 days into the forecasts.
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Intercomparison of Radar and Rain Gauge
Observations over the Arkansas-Red River Basin
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We have performed a detailed intercomparison for the period January 1998 - June 1999 of
three different sets of rainfall observations over the watershed covered by the National Weather
Service Arkansas-Red Basin River Forecast Center (ABRFC). The rainfall data sets were (1)
hourly 4-km resolution ABRFC-produced Stage III estimates, (2) 15-minute 2-km resolution
NOWrad estimates produced and marketed by Weather Services International, Inc. (WSI),
and (3) conventional hourly rain gauge observations available from the operational observing
network. Precipitation estimates from the three products were compared at monthly, daily, and
hourly timescales. Results indicate that the Stage III products had a higher correlation and
smaller bias relative to rain gauges than did the WSI products. The fact that the Stage III
estimates are bias-corrected using gauges themselves makes an independent assessment difficult.
WSI monthly and daily accumulations seemed to overestimate (underestimate) total rainfall
relative to gauges during the warm (cold) season. Figure 1 shows the difference statistics, binned
by month for 1998. The top panel also shows the sample size used in each month. The mean
difference plots show that there is a clear tendency for the WSI data to underestimate daily
precipitation with respect to gauges during winter months and to overestimate precipitation
during the summer. The magnitude of these differences ranges between + 3 — 5 mm/day for
rainy days. This pattern was present in both 1998 and 1999 data and may be related to
either radar underestimation of precipitation rates due to frozen hydrometeors during winter
or beam overshooting during low-level wintertime stratiform precipitation events. In any case,
WSI and Stage III estimates had very good agreement overall with correlation coefficients of
daily accumulations generally greater than 0.7. Stage III hourly estimates sometimes exhibited
unrealistic artifacts characterized by extensive areas of very low precipitation rates (less than
1 mm/hr). This is likely to be an artifact of the Stage III local bias correction algorithms in
areas with sparse gauge coverage.
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DEVELOPMENT OF SCATTEROMETER-DERIVED RESEARCH QUALITY
SURFACE PRESSURE FIELDS FOR THE SOUTHERN OCEAN

K. A. Hilburn*, M. A. Bourassa, and J. J. O’'Brien
Center for Ocean Atmospheric Prediction Studies, Florida State University, Tallahassee, Florida

1. INTRODUCTION

The scarcity of observations over the oceans
has long frustrated meteorological research in the
Southern Hemisphere. Launched in 1999, the
SeaWinds scatterometer on the QuikSCAT
satellite provides unprecedented coverage of the
Southern Ocean (Fig. 1). SeaWinds on
QUIkSCAT has been used to determine high-
quality surface wind speed and direction
(Bourassa et al. 1997, Freilich and Dunbar 1999;
Bourassa et al. 2001), and in turn, surface
pressure (Harlan and O’Brien 1986; Brown and
Levy 1986; Brown and Zeng 1994; Zierden et al.
2000). This study has two goals. First, is
demonstration that the scatterometer can be
effectively used to calculate high-resolution,
research-quality surface pressure fields without
thousands of buoys. Second, is demonstration
that the scatterometer has an impact on existing
analysis covering the Southern Ocean.

2. DATA

The data to be used were processed with the
Ku-2000 model function that has been shown to
result in 60% of the QSCAT-1 uncertainties
(Bourassa et al. 2001). Radiometer data from
other sources were used to flag cells potentially
contaminated by precipitation and were not
considered in the analysis. NCEP reanalysis was
used to initialize the pressure field and update
boundary conditions. The analysis data are
available on a 2.5° global grid at 6-hour intervals.
Global Telecommunications System (GTS) data
received past the window for NWP processing will
be used as comparison data for validation. Errors
in both the satellite pressures and in the GTS
pressures must be considered. The technique of
Kent et al. (1998) could be used, for example.

3. METHODOLOGY

Geostrophic vorticity may be calculated from
an initial (analysis) pressure field using the
centered difference form of

(@)g = (rf)™* R2py + (by/r £7) Tpi/Ty

* Corresponding author email:
hilburn@coaps.fsu.edu

where p is sea-level pressure and r is taken to be

a constant (1.225 kg m™). This value of vorticity is
blended with the satellite vorticity using a
variational method (Zierden et al., 2000). Before
blending, however, the satellite vorticity must be
converted to its geostrophic equivalent. First, a
“reduction-rotation” method is used to relate the
satellite vorticity (zs) to a gradient equivalent

(Clarke and Hess 1975; Harlan and O’Brien 1986).
Theoretical considerations (Brown and Zeng 1994)
suggest a scaling factor of 1.5 and a cyclonic
rotation factor of 18° for neutral stability, which will
be used in this study. The gradient vorticity is then
adjusted to its geostrophic equivalent using a
method inspired by Patoux and Brown (2001) and
Endlich (1961). The gradient wind equation can
be written as
Vg = V(1+VIAR) = V (1+Ro)

where Ro is the Rossby number. If the flow is
steady, it can be shown that

Ro = 1/fV? [(u? Tv/1IX - V2 Tu/fly) - uv(Tu/fx - Tv/y)]
Terms involving time derivatives of the wind field
can be included to get the full trajectory curvature,
but Patoux and Brown (2001) obtain good results
without these time dependent terms. The gradient
wind adjustment is performed in the swath, and
then both the satellite and analysis geostrophic
vorticities are transferred to a regular 0.25° earth-
aligned grid.

The variational method minimizes the cost
function F to find the solution fields p; and z;,
Fou .z 1) = SIS [ Hig + KJ2 Mi? +Kel2 Gy
where | is a Lagrange multiplier, H; is the strong
contraint or model, M; is the data misfit, G is the
weak constraint or regularization, and K, and Kg
are Gaussian precision moduli. The model takes
the form

Hij = (rf) [N°piy - (byf) Toi/y] - zi
The data misfit takes the form
Mi’j = Zi’j - Z*i'j
where (z*), takes on the satellite value, (z%)g,
inside the swath and the initial value, (Z%)s,
outside the swath. The regularization is simply a
minimization of the geostrophic kinetic energy
G = @r* )" Npi; +Np;;
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Minimization of the cost function reduces to

solving

(r ) IN?py; - (byf) Tpi/My] - (KI2r ) (pi; - Poi)) = 2%,
where K = Kg/2K,. This may be solved using
successive overrelaxation.

4. RESULTS AND VALIDATION

Extensive calculations and validation are
being performed at this time. Once completed, the
two goals stated in the introduction will be
evaluated.
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ON THE FEATURES IN THE SPECTRA OF METEOROLOGICAL VARIABLES IN WIDE
BAND OF FREQUENCIES

Vladislav N. IVANOV (SPA «Typhoony) ,
Anna V. KHOKHLOVA and Alexander M. STERIN
(Russian Research Institute of Hydrometeorological Information - World Data Center),
Obninsk, Russia, e-mail: tap@meteo.ru

There is a great deal of investigations of power spectra of meteorological variables time series
[1-2 and other]. In the most of them, attention is focused on especial, relatively narrow, spectral bands.
The object of this paper is the study of form and features of power spectra of meteorological variables
in wide spectral band. Four time sets for surface and upper-air levels were used for the study. The
geographical location of observing site for surface data series is middle part of European Russia, near
Moscow. The surface data are following. M1 is the 44-year series with 3 hour sampling rate, M2 is
15-day series with 10 sec sampling rate, M3 is 3-hour set with 0.1 sec sampling rate. The frequency
band for surface data covers periods from seconds to years. The upper-air series are the radiosonde
measurements for 10 year with 1 day sampling rate.

The power spectra of surface temperature and pressure are given in Fig.1 and Fig.2 in /n(w) -
® S(m) coordinates. The thick line denotes the M1 spectra, the thin line denotes M2 spectra, and
dotted line denotes M3 spectra. It can be seen that maximal temporal variability takes place in
spectral band of Aw 5*107-1%10° sec” (periods of 20-10 days). Spectral density increases with
frequency for spectral band less than 10 sec™ and decreases as ™ in spectral band 5%¥10° sec' to 0.1
sec. The ®’ and ®” functions are shown in the figures as crosses. Besides annual and diurnal
oscillations, there are periodicities of scale from years to hours in temperature and pressure spectra.
The annual periodicity is two power more than diurnal one, which, in turn, is a power more than 10-20
day maximum. Biennial maximum is two power less than seasonal one. 20-50 days periodicities in
pressure spectra are of special interest. One of probable explanations for their appearance is effect of
some planetary waves, for instance Madden-Julian Oscillations (MJO), which are known to be
detected both in the tropics and in the middle latitudes [3-4] at high levels.

Power spectra for surface wind speed and its components are shown in Fig. 3 and Fig. 4. The
well-known Van-der-Hoven spectrum in reduced form is given in Fig.3 too. Unlike temperature and
pressure, wind speed spectra show maximum of spectral density in band (2-3)*10° sec™ (periods of 4-
5 days). There is mesometeorological minimum and turbulent maximum. Spectra of wind speed differ
from spectra of its zonal (U) and meridional (V) components. The synoptic band of variability is much
more in zonal and meridional components than in module of wind speed.

To detect possible oscillations of MJO scale at upper-air time series, we studied the spectra
of upper-air meteorological time series.. Ten stations within European Russia were selected, and the
spectra of data on standard pressure levels were estimated. These spectra were averaged over 10
stations. The averaged spectra for geopotential height and U-wind for 850 and 200 hPa are shown in
Fig. 5. It can be seen that a considerable fraction of power corresponds just to MJO scale processes.
However, further studies are needed to explain if these MJO-like oscillations in mid-latitudes are of
the same origin as the tropical MJO.

The research analysis was partly supported by Russian Basic Research Foundation (RBRF),
Project No 01-05-64362 and No 01-05-65285.
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ON THE MODULATION OF DIURNAL MODES OF METEOROLOGICAL VARIABLES
BY LOW-FREQUENCY PROCESSES

Vladislav N. IVANOV (SPA «Typhoon») and Anna V. KHOKHLOVA (Russia Research
Institute of Hydrometeorological Information - World Data Center),

Obninsk, Russia, e-mail: tap@meteo.ru

The year and diurnal modes with frequend2sand wy respectively are the main natural
periodic processes of meteorological quantities variability. Apart of them there are the modes of year
cycle and synoptic periods in the power spectra of meteorological variables, and the considerable part
of energy falls on periods between 10 and 50 days [1]. The research of interaction between diurnal
modes and low-frequency variability is the object of the paper. The study is based on the spectral
analysis applied to long time series of pressure, air temperature, wind speed components, absolutely
humidity and cloudiness in the surface atmosphere layer. All time series are the surface
measurements. The continuance of time series is about 44 year with 3 hour time step. Data on three
stations of European Russia in middle latitudes were analyzed.

Researching of the fine structure of meteorological energetic spectra showed the existence of
as diurnal period and its harmonics (12 and 8 hours). As it can be seen in Fig. 1 each of them
including diurnal period has a few lateral maximums. On X-axis there are the harmonics riumbers
shiftedon| and related with frequency ggt+l)/. T is the continuance of the time seis equal
16000 for diurnal mode, 32000 for 12-hour mode and 48000 for 8-hour mode.

The frequency distance between central and lateral maximums is multiple the difi@rence
wy. For instance the first lateral maximums for diurnal mode fall on the periods 24.034 and 23.966
hours exactly. This is the point to the amplitude modulation of diurnal period in meteorological
variables by their year cycle. The splitting of spectral lines of meteorological parameters varies for
different meteorological parameters and their harmonics. The asymmetry in splitting of spectral lines
can be seen, especially in pressure spectra. As a rule a left lateral maximum related with less
frequency is more then right one.

The interaction can be described by multiplicative model which generates as averaged time
series and its spectrum:

X (t) = (1M cos@t+ @) {(1+nmy cosawyt)® (1+m, Sincy t) sinay t}.
Here X(t) is the time serieg,is the time, Q u wy are yearly and diurnal frequenciell, m,, m, are
modulation coefficients, ¢ is the phaseM, ¢, m, m, are constants. Their approximate estimates
were obtained from data sets. The accounting of half-yearly and other harmonics of year cycle in this
formula would produce the multiple lateral maximums in the spectra.

The spectral analysis of temperature diurnal amplitude indicates that besides year modes there
are other low-frequency components in the band of periods about 10-40 days. They are much less
than year modes. However, some consistent patterns of interaction of diurnal cycle and low-frequency
components can be seen in Fig.2 and Fig.3 where the power spectrum of temperature diurnal
amplitude and the spectrum of coherency between diurnal temperature amplitude and original
temperature set are given.

The research analysis was partly supported by Russian Basic Research Foundation (RFBR),
Project # 01-05-64362.
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Mutual dynamics
of atmospheric components and climatic characteristics
during last 420,000 yearsfrom Vostok ice core

I.I. Mokhov, V.A. Bezverkhny, A.A. Karpenko

A .M. Obukhov Institute of Atmospheric Physics RAS

3 Pyzhevsky, 109017 Moscow, Russia
mokhov@omega.ifaran.ru

Mutual dynamics of climatic characteristics and atmospheric components from the
Antarctic ice core at the Vostok station during last 420,000 years (Petit et al., 1999; Kotlyakov
and Lorius, 2000) with the 500-years tempora resolution is analyzed. Time series of the
deuterium content of the ice (T), the greenhouse gases carbon dioxide (C) and methane (M)
contents, the oxygen 18 content (1), the dust content (Ac), and the concentration of sodium
(Am) are studied with the use of correlation analysis - CA, spectral analysis - SA, wavelet
analysis - WA, (Morlet, 1983; Farge, 1992) and cross wavelet analysis - CWA, (Bezverknny,
2001). For the mutual analysis of two time series the characteristics are introduced similar to
cross spectral ones. Loca phase lag, coherence and correlation of two time series based on
their wavelet transforms are defined.

The deuterium content of the ice is a characteristic of temperature (Petit et al., 1999),
while the oxygen 18 content variations reflect changes in global ice volume and in
hydrological cycle (Bender et a., 1994). The dust and sodium contents characterize the
continental and marine aerosol concentrations, respectively.

Theresults of SA for T, C, M, I, Ac and Am display maxima at Milankovitch periods
(19, 23, 41 and 100 kyrs), MPs (Petit et al., 1999). As an example Fig.1 shows results of WA
for 1. These maxima are significant at the level of “red noise” but not all of them, except for T
and C, are significant at the level of 95%. Especially for Ac al of them are not significant at
the 95% level. The only MP peak insignificant at the 95% level for | is the 100-kyr peak, but
for Am it is on the opposite the only significant one at such a level. For M similar level of
significance was obtained only at periods near 20 kyr. More detailed results of WA show
remarkable amplitude variations for all analyzed variables near MPs.

Results of CA show the best correlation with delay of C, M and | relativeto T, Ac and
Am. For instance, the best correlation between T and C data sets was obtained with a 1 kyr
delay of C relative T. (It is in a general agreement with results of previous anaysis. In
particular, from the analysis of the last three glacial terminations Fisher et a. (1999) found
that the C changes 600+400 years after the T changes.) The | lags as a whole with respect to
other variables.

Results of CWA display phase lags at MP for different variables. In particular, the C
and | changes are generally delayed with respect to the T changes (with delay up to severd
kyrs) at al MP. The mutua M-T, Ac-T and Am-T amplitude and phase dynamics are more
complicated with differences at various MP.

Thiswork was partly supported by the Russian Foundation for Basic Research.
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Thelife span of intraseasonal atmospheric anomalies. dependence on the phase
relationship with the ocean.

Malaguias Pefia, Eugenia Kalnay, and Ming Cal
Department of Meteorology, University of Maryland,
College Park, MD 20742-2425, mpena@atmos.umd.edu

Using 19 years (1980-1998) of 5-day average data from the NCEP/NCAR reanalysis data (Kalnay et al
1996) we studied the duration of low-level circulation anomalies in terms of whether the anomalies occur
simultaneously with the local SST and in terms of the phase relationship between both fields. Previous observational
and modeling studies have indicated a strong influence of the tropical SST on the monthly and seasona average of
the atmospheric circulation. Likewise, the influence of the extratropical atmosphere on the ocean has been
demonstrated (e.g. Padmer and Sun, 1985). In general, when the atmosphere forces the ocean a cyclonic
(anticyclonic) atmospheric vorticity anomaly overlays a cold (warm) SST anomaly. When the ocean forces the
atmosphere a cyclonic (anticyclonic) atmospheric vorticity overlays a warm (cold) SST anomay (e.g. Mo and
Kanay, 1991; Wallace and Jiang, 1987). Here we investigate, in a case-by-case basis, the duration of atmospheric
anomalies for each of the two scenarios. “atmosphere forcing the ocean” and “ocean forcing the atmosphere” as
defined by the phase relationships. The anomalies considered are those whose departure exceeds one standard
deviation from the annual cycle; their life span is defined as the time interval that continuously exceeded this
threshold.

The zonal average of the number of atmospheric vorticity anomalies over the ocean per grid point
distributed according to their life span is given in Figure 1 (l€ft). Classification of locally coupled (those that occur
simultaneously with SST anomalies) and uncoupled atmospheric anomalies are given at the center and right of
Figure 1, respectively. The distribution shows that locally coupled anomalies account for essentially al the long
lasting anomalies, whereas the uncoupled atmospheric anomalies have a very short life-span. Note that thisresult is
independent of the phase relationship discussed above. The figure also shows that the average life span of anomaies
decreases poleward for the coupled cases while it is independent of latitude for the uncoupled cases. The same
statistics were computed for the El Nifio/Non-El Nifio years to see whether these events could yield a different
distribution of anomalies but no influence was apparent.

Total Locally Coupled Uncoupled

0.20.51 2 4 8 16 3264

Figure 1. Distribution of the zona average of the number of 850-hPa relative vorticity anomalies, in terms of their
life span (abscissa axis in days); (@) tota number (b) locally coupled, and (c) uncoupled cases. Data from 5-day
average of daily NCEP-NCAR reanalysis data

The dependence of the life span of atmospheric anomalies on the local phase relationship is presented in
Figure 2. The figure shows the difference in number of cases with ocean-forcing minus atmosphere-forcing to
enhance the signal and it isrestricted to positive SST anomalies for the sake of brevity. The figure indicates that the
"anticyclonic over warm" (atmosphere-forcing) phase predominates in the extratropics while "cyclonic over warm”
(ocean-forcing) phase predominates in the deep tropics. These results are consistent with past studies that suggest
that the ocean tends to drive the atmosphere in the tropics while the atmosphere tends to drive the ocean in the
extratropics. Figure 2 aso shows that anomalies with the opposite phase, e.g. "cyclonic over warm" (ocean forcing)
in the extratropics, do exist but tend to decay much faster. We have applied this methodology (Pena et al, 2001,
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2002) to data from an SST-prescribed atmospheric model (referred to as AMIP runs, Gates et al, 1999), in which the
ocean always forces the atmosphere. We found that, as could be expected, more “ocean driving” cases than in the
reanalysis, especially in the extratropics. More importantly, in the AMIP run the smulated atmospheric anomaliesin
the extratropics tend to decay faster than observed in the Reanalysis. The inaccurate accelerated damping of
anomaliesin the model is evidently due to the neglect of the atmospheric feedback to the ocean. We are studying the
mechanisms that maintain the long lasting anomalies in the coupled case and hope to find from these results
guidance on how to improve the coupling of ocean and atmosphere models.
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Figure 2. Difference in the number of ocean-forcing anomalies minus atmosphere-forcing anomalies, zonaly
averaged, for positive SST anomalies. Contours show the percentage of the difference with respect to atmosphere-
forcing cases.

References

Gates, L. et al, 1999:An Overview of the Results of the Atmospheric Model Intercomparison Project (AMIP ). Bull.
Amer. Meteor. Soc., 80, 29-55

Kanay, E. et a, 1996: The NCEP/NCAR 40-year reanalysis project. Bull. Amer. Meteor. Soc., 77, 437-471.

Mo, K.C. and E. Kalnay, 1991: Impact of sea surface temperature anomalies on the skill of monthly forecasts.
Mon.Wea.Rev., 119, 2771-2793.

Pamer T.N. and Z. Sun, 1985: A modeding and observationa study of the relationship between sea surface
temperature in the north-west Atlantic and atmospheric general circulation. Quart. J. Roy. Meteor.
Soc.,111, 947-975.

Pena, M., E. Kalnay and M. Cai, 2001: Statistics of coupled ocean and atmosphere Intraseasonal/Seasonal anomalies
in Reanaysis and AMIP data Proceedings of the 11" conference on the Interactions of Sea and
Atmosphere. AMS, San Diego, CA. U.S.A. May 2001.

Pena, M., E. Kanay and M. Cai, 2002: Statistics of coupled ocean and amosphere intraseasonal anomalies in
Reanalysis and AMIP data. Submitted to the Nonlinear Processes in Geophysics, European Geophysical
Soci ety.

Wallace, JM. and Q. Jiang, 1987: On the observed structure of the interannual variability of the atmosphere/ocean
climate system. Atmospheric and Ocean Varihility, F. Cattle, Ed. Royal Meteorology Society, 17-43.



02-21

Hydrodinamical-statistical model of forecast to 36 hours ahead of dangerous
convective daytime and nighttime phenomena - squalls, tornadoes and rainfalls

E.V.Perekhodtseva
(Hydrometeorological Center of Russia)

Forecast of dangerous convective weather phenomena that cannot be predicted usi
existing hydrodynamic models depends strongly on the intuition of a meteorologist.
The statistical model was developed that takes into account a large number c
atmospheric parameters and thus successfully realizes objective automated foreca:
of the phenomena involved for and two days.

The problems of the alternative prognosis of dangerous phenomena (presence a
absence) is solved a problem of the theory of classification when the image of ai
existing object (meteorological situation) is presented as a n-dimensional vectol
X=(Xq, ..., %) in the n-dimensional space of parameters rn. The problem to build in rn
the decisive rules of recognition follows the problem of selection of the most
informative and independent parameters. This is done in order to get rid of depender
parameters which worsen the covariation matrix and to change to a space witt
smaller dimension. The independent parameters are chosen with the use ¢
diagonalization of the selective average correlation matrix Rav by permutation of its
rows and columns in such a way that the matrix elements located outside certail
blocks are small, thus the set of parameters splits into the blocks including
interconnected parameters that are only slightly dependent on parameters belongir
to a different block.

The process of diagonalization of,Rnd selection of the most informative factors
within a group can be done under the condition that the number of groups is
determined during calculations rather than is specified before. The biunique
correspondence was established between mafyiariRl a connected graphwhose
vertices correspond tq &and the edges correspond {o®n specifying a closeness
threshold ro only those edges Dfstay preserved whosg>Fr,. Then the closed
graphI" splits into a certain number non-closed subgraphs and isolated vertices x}
thus determining the block structure.

Specifying different values of ro we obtain different sets of subgraphs and
isolated vertices. Our program allows us to obtain for eack+(rar (dr=0.01,
0.02,...0.05) the corresponding set of subgraphs and vertices. Then we take frol
each block the most informative predictor using the Mahalonobis distance and the
entropy criterion by Vapnik-Chervonenkis [1]. As a result we get the informative
groups of the slightly dependent predictors. Then taking combinations of informative
predictors from each block (at least two) with independent informative predictors
(isolated vertices of the graph) we have combinations of all most informative groups
of predictors without exhaustive search.
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For the investigated phenomenon “squall” and for the optimum valye@br
the selective correlation matrix Rav got splited into five blocks of strongly dependent
predictors and a certain number of isolated diagonal elements, the most informativ
parameter being the presence of a front. The approximate dimension of the
informative vector-predictor it proved to be six. The estimations of the success of
separation in the examination sample for the chosen vector-predictor consisting of si
elements were the highest. During routine utilization the linear discriminant function
depending of six atmospheric parameters is calculated automatically and then is use
to predict the squalls (V>=20 m/s) in any given location of the European part of
Russia [2,3].

In development of forecast for strong rainfalls (Q>= 15mm/12 h) we have
selected in a similar way from 40 atmospheric parameters a 7-dimensional vector
predictor and calculated corresponding linear discriminant functions for automatec
forecast in the 150x150 km net covering the European part of Russia. The forecast «
daytime rainfall is being done for the current and the next days to 24 and 36 hour
ahead in six regional bureaus of Hydrometeorological Service [4]. Such forecas
method for rare daytime squalls and tornadoes (V=25m/s) done in 1996-1998 wa
also recommended for practical usage at the territory of High Volga, St-Petersbure
and North area and at the territory of the Central region and at the North Caucasu
The result of forecast of these phenomena to 36 hours ahead is good enough too. T
independent assessments of criterion of Pirsi-Obukhov are 0,34-0,58 for differen
convective phenomena, more better than the assessment of such synoptic ai
hydrodinamical forecast /5/.
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EARLY DETECTION OF TROPICAL CYCLONES USING SEAWINDS-DERIVED
VORTICITY FOR THE 2001 HURRICANE SEASON

Ryan J. Sharp™, Mark A. Bourassa®, James J. O'Brien?, Kristina B. Katsaros?, and E. B. Forde?
!Center for Ocean-Atmospheric Prediction Studies (COAPS), The Florida State University, Tallahassee, Florida
2Atlantic Oceanographic and Meteorological Laboratory/Remote Sensing Division, Miami, Florida

1. INTRODUCTION

The SeaWinds scatterometer aboard the Quikscat
satellite provides routine surface wind vector
observations roughly two times a day over the tropical
oceans. These data have been useful in monitoring the
intensity and location of tropical cyclones (TCs,
Katsaros et al. 2001). Sharp et al. (2002, hereafter
referred to as SBO) used these observations to create
spatially averaged vorticity maps, which they used in an
objective technique to determine regions that are
favorable for tropical cyclogenesis. The current work
uses the same technique, while taking advantage of
newly available near-realtime (< 3 hour delay) data.

2. METHODOLOGY

SeaWinds observations of the 1999 Atlantic
hurricane season were used by SBO to develop an
objective technique for detection of potential tropical
cyclones. The technique applies a mean vorticity
threshold over a given spatial area. Vorticity is
calculated directly within the SeaWinds observational
swaths. Ideally, the existence of a TC (i.e., either a
tropical depression, tropical storm, or hurricane) could
then be confirmed by conventional tools such as
satellite pictures of the area to look for persistent,
organized convection.

The spatial scale for averaging vorticity is a 7-point
(175 km) by 7-point box centered on the swath points.
Individual vorticity values are calculated at the center of
each 4-vector box of wind observations by determining
the circulation around the box and then dividing by the
area. A minimum of three wind vectors out of four in a
square is required for the calculation. This approach
allows the vorticity to be calculated at the same spatial
density as the wind observations. All wind vector data
are used in these calculations (i.e., the rain-flagged data
are not removed). The inclusion of rain-flagged data
likely modifies the vorticity calculation; however, the
noise that results by including these data is small
compared to the signal in the area of potential TCs. The
average is then calculated from these individual vorticity
values. For an average to be made, we choose to
require that at least 44 (about 90%) of the 49 vorticity
observations exist (i.e., not be missing). This limits the
technique's ability in areas close to land and on the
edge of the swaths. The test has three components:

1. The average vorticity in the 7-point by 7-point
box must exceed the subjectively determined minimum
threshold vorticity (10¥10° s).

2. The maximum rain-free wind speed within the
box 1must exceed a certain minimum wind speed (10.0
m s™).

3. The above two criteria must be met at least 25
times (i.e., approximately an area of 15 000 km?) within
a 350 km by 350 km area.

" Corresponding author address: Ryan J. Sharp,
COAPS/Florida State University, Suite 200 R. M.
Johnson Bldg, Tallahassee, FL 32306-2840; e-mail:
sharp@coaps.fsu.edu

If the above criteria are met, then a potential TC is
identified. These threshold numbers are subjectively
determined using the research-quality SeaWinds data
for the 1999 Atlantic hurricane season (the
near-realtime product was not available at that time).
Storms from that season had to be directly ‘hit’ by the
QuikSCAT swath (i.e., the storm center could not be
within 150 km of the edge of the swath) and their central
circulation pattern had to be clear of any landmasses to
be considered in our determination of a threshold. Due
to the small sample of swaths that fit these criteria (40
swaths), the thresholds might be too large, but are good
for lowering the false alarm rate for 1999.

The domain used by SBO to develop this technique
is the Gulf of Mexico, the Caribbean Sea, and the
tropical Atlantic in the latitude band from 100N to 250N.
Points north and south of this band were excluded
because they are climatologically unfavorable origin
points for TCs, and TCs did not develop there in the
1999 season. Test runs farther north are also
susceptible to mis-identifying mid-latitude frontal
systems in the latter months of the hurricane season.
For this pilot project, we expand the domain to include
the entire tropical Atlantic from 8olN to 30eN as well as
the eastern tropical Pacific (east of 1400WV).

3. EARLY RESULTS
3.1 The Atlantic Basin

For the 2000 Atlantic hurricane season, SBO
showed moderate success at detecting potential TCs
within the near-realtime Quikscat data. Their
vorticity-based test found signals for 3 of 12 TCs an
average of 20 hours before the NHC classified them as
TCs. For the 2001 season, the results are a little better.
8 of the 17 TCs (Table 1) are identified an average of 43
hours before the NHC classified them as TCs. The
earliest detection was for TC Felix, which was identified
62 hours before the NHC classified it as a TC (Fig. 1).

The probability of detection (POD, the number of
times a system was detected early or during its
existence divided by the total number of times
QuikSCAT passed over an existing system) was 0.85.
The false alarm rate (FAR, the number of times when
the technique said a system would develop and none
did divided by the total number of hits) was 0.36. The
critical success index [CSI, the number of times systems
were detected early or during their existence divided by
the sum of the number of detected systems (N=88) and
the number of times QuikSCAT passed over a
developed system and the algorithm did not detect it
(10)] was 0.57.

3.2 The East Pacific Basin

The technique and thresholds described above are
extended into the East Pacific basin to determine their
effectiveness in that region. The test found signals for
14 of 17 TCs (Table 2) an average of 42 hours before
the NHC classified them as TCs. The earliest detection
was for T. D. 6, which was identified 79 hours before the
NHC classified it as a TC (Fig. 2).
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The POD for these systems was a successful 0.95;
however, the FAR was a slightly higher 0.38 when
compared to the Atlantic statistics. The CSI was 0.60.
The degraded FAR statistic comes from the increase in
the number of mis-identification of shear lines. This is
likely because of the proximity of the Intertropical
Convergence Zone to the domain of study. An increase
in the minimum vorticity threshold could reduce the false
alarms and still provide a successful POD.
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Table 1. Early detection times relative to the NHC'’s
initial classification time (i.e., the time when the system
first reached the criteria used by the NHC) for the 2001
Atlantic hurricane season. Nine TCs were not identified
before the NHC's initial classification time.

Storm Detection time prior to NHC
(in hours, hindsight)
T.D.2 31
Chantal 31
Erin 61
Felix 62
Gabrielle 10
Karen 47
Lorenzo 55
Olga 48

Table 2. Same as Table 1 but for the 2001 East Pacific
hurricane season. Three TCs were not identified before
the NHC's initial classification time.

Storm Detection time prior to NHC
(in hours, hindsight)
Adolph 9
Barbara 24
Cosme 45
Dalila 51
Erick 44
T.D.6 79
Flossie 45
Gil 31
Henriette 26
Juliette 6
Kiko 62
Lorena 50
Narda 26
Octave 54
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Fig. 1. Tropical Cyclone Felix 62 hours before the NHC
classified it as a TC (0703 UTC 5 September 2001). The
background grayscale represents spatially averaged
vorticity. Wind speed is proportional to arrow length.
Gray arrows indicate data flagged by the MUDH rain
flag.
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Under afew simplifying assumptions (e.g., constant values for the amospheric density and the
momentum exchange efficient) the rate & which medanicd energy is transferred from the amosphere
to the ocean is propartional to the aube of the low-level wind speed (UC) (e.g., Simmonds 1985). We
diagnase the time mean value of this quantity using the 10m windsin the 6-houly ‘reanalysis’ set of
NCEP/NCAR (Kalnay et a. 1996 over the 39 winters (DJF) 19581996 (the yea referring to that in
which the December fell).

Themean of UC inwinter is shown in Fig. 1. Over abroad region centred at 40°N in the central Padfic
the rate surpasses 1750m>s®, The higher latitudes in the Atlantic are the region over which the mean
medhanicd energy input is maximised, and espedally in the region to the south of Greenland and Icdand.

Many studies have reveded that the di mate of the mid and high latitude oceanic regionsin the NH
appea to be undergoing trends at present. It stands to reason that along with the many changesin NH
circulation which have been dacumented, the mechanicd energy flux to the ocean (and consequential
changes in seastate) would also be expeded to exhibit trends. The trends in the mean o the aube of the
windis shownin Fig. 2 (and those that differ significantly from zero at the 95% confidencelevel are
indicaed by stippling). Positive trends are evident in most of the extratropicd Padfic andin the Atlantic
north of about 40°N and these ae significant in aregion extending from east of Japan through to south of
the Aleutian Islands and in most of the Atlantic north of 56°N (and a maximum trend o 255m°s* decale™
is foundto the north of the UK). These trends are mnsistent with the recent atmospheric and cceanic
behaviours documented by Schmith et al. (1998, Carretero et al. (1999, Alexandersonet al. (2000 and
Graham and Diaz (2001). Further analysis of these identified trends can be foundin Simmonds and Keay
(2002.
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Figure 2: Trendsin mean winter UC. The contour interval is 50 m*s™ per decade and regions
over which the trends differ significantly from zero (95% confidence level) are stippled.
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The examination of interdecadal variations in ocean dynamics frequently requires the use of different
historical data sets that can suffer from inadequate spatial and/or temporal resolution as well as
inaccuracies and biases due to varying sampling techniques. Consequently, much effort has been
invested in both the development and validation of reconstructed observational data sets. Recently, two
studies have used empirical orthogonal functions (EOFs) to reconstruct historical surface wind stress
(Shriver and O’ Brien, 1995) and sea surface temperature (SST) (Meyers et al., 1999) of the tropical
Pacific Ocean.

We compare the SST and the wind stress data sets using a simple reduced gravity model. The model
domain (shown in the top two panels of the figure) encompasses the equatorial Pacific Ocean from
124°E to 80°W. The use of the numerical model driven by the reconstructed winds alows a direct
comparison between two related quantities: SST and upper layer thickness (ULT) of the model, which
isaproxy for the depth of the pycnocline. Changes in equatorial SST are associated with the dynamics
of equatorial Kelvin waves triggered by the variation in trade winds. The warm phase, or El Nifio, is
initiated by the relaxation of trade winds, which force a series of downwelling Kelvin waves that
propagate west to east across the equatorial Pacific Ocean. The downwelling Kelvin waves increase the
pycnocline depth and inhibit the deeper colder waters from mixing with the warmer surface waters,
resulting in warm SST anomalies in the eastern Pacific Ocean. The cold phase, or La Nifia, is
characterized by a series of upwelling Kelvin waves that are triggered by an increase in the trade winds.
The upwelling Kelvin waves decrease the depth of the pycnaocline, enhance the mixing of colder deep
waters with surface waters, and result in cold SST anomaliesin the eastern Pacific Ocean.

EOF analysis of the modeled ULT field from 1930-1998 (Top panel) and the SST field from 1930-1993
(Middle panel) demonstrates that the largest single component of variability (1¥ EOF mode) for both
data sets is dominated by the ENSO cycle. The spatial structure of the 1% EOF mode (containing 21%
of the variance) of the modeled ULT field is comprised of a horizontal bipolar structure centered on the
equator. The regions of largest variation in the eastern Pecific are along the equator and along the
coastal regions and are related to downwelling or upwelling equatorial and coastal Kelvin waves. The
largest variations in the western Pacific extend to 180° and are out of phase with those of the eastern
Pacific. These are related to the ocean’s response to the shift in the trade winds associated with the
onset of an El Nifio or La Nifia. The spatial structure of the 1% EOF mode (containing 40% of the
variance) of the SST anomalies consists of a maximum constrained to the equator in the eastern
equatorial Pacific extending from 180° to the coast of South America. The amplitudes of the two EOF
modes (Bottom panel) are highly correlated (r=0.72), demonstrating that upwelling and downwelling
within the equatorial region caused by the reconstructed winds are evident in the equatorial SST.
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(Top Panel) Spatial structure of the 1% EOF of the upper layer thickness anomalies of the numerical
model forced by the winds from Shriver and O’ Brien (1995). (Middle Panel) Spatia structure of
the 1% EOF of the sea surface temperature anomalies from the analysis by Meyers et al. (1999).
(Bottom Panel) Amplitudes of the two EOF modes as functions of time.
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Issues relevant to achieving an accuracy of better than 10 W m~2 in the atmospheric energy
balance are explored from the standpoint of the formulation and computational procedures using
the National Centers for Environmental Prediction/National Center for Atmospheric Research
(NCEP/NCAR) (referred to as NCEP) and European Centre for Medium Range Weather Forecasts
(ECMWF) reanalyses. The focus is on the vertically integrated energy components, their monthly
tendencies, transports and divergences using the most accurate computations in model and
pressure coordinates. Approximate equations have often been used previously; although relatively
small compared with the moist static energy, kinetic energy fluxes should be taken into account as
divergences can exceed several tens of W m~2. Changes in energy storage terms over a month are
not negligible as they are typically over 25 W m~2 in storm track regions. Transports of energy are
meaningful only if the mass budget is closed.

Typical magnitudes of the divergence of sensible heat and potential energy are very large
(several hundred W m~2) but partly cancel when combined as dry static energy, reflecting the
role of isentropic flow. The latent energy and sensible heat contributions are strongly positively
correlated because of the dominance of low level flow, and hence, the latent energy divergence
also cancels a large component of the dry static energy divergence, leaving a modest residual. This
arises from the dominance of moist adiabatic processes in the tropics and subtropics as the net
transports depend on departures in the vertical from the saturated adiabatic lapse rate. Careful
numerical treatments are required because small errors in the large terms that should cancel can
be amplified. Common assumptions that diagnostics can be computed on model terrain-following
coordinates, which therefore vary from day to day as the surface pressure changes, lead to errors
in energy budgets of order 5 W m~2 owing to the co-variability of energy terms with surface
pressure.

How well model coordinate results can be replicated in pressure coordinates and with data
from a post processor developed at NCAR has been explored along with the role of vertical
resolution. The standard 17-level reanalysis pressure level archive does not adequately resolve
the atmosphere, and we propose a new set of 30 pressure levels that has 25 mb vertical resolution
below 700 mb and 50 mb vertical resolution in the rest of the troposphere. The diagnostics
revealed major problems in the NCEP reanalyses in the stratosphere that are inherent in the
model formulation, making them unsuitable for quantitative use for energetics in anything other
than model coordinates. In addition, small flaws are found in the ECMWF post-processing onto
pressure levels. These stem from the way the vector fields are truncated, which is a necessary step
to avoid aliasing before putting the values out on a 2.5°grid. Moreover, it is desirable to compute
the grid point values exactly rather than interpolating them from the Gaussian grid, as currently
done by ECMWF. The diagnostic results computed with 30 levels replicate the full model level
vertically-integrated energy divergences to within about 2 W m~2 over the ocean, while errors
exceed 10 W m~2 in small spots over Greenland, Antarctica and the Himalayan-Tibetan plateau
complex.

1" The National Center for Atmospheric Research is sponsored by the National Science Foundation.
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