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System of 3D Geopotential Height, Temperature and Wind Correlations
with Respect to Forecast Errors'

Oleg A. Alduchov?, Vladimir A. Gordin®

The correlation model, proposed by [1-5], was applied for 3-years time series of forecast errors
(differences observation-forecast) with respect to the forecast fields used in Hydrometeorological Center of
Russia, Moscow. The subset of 843 (from available 1055 during three years) upper-air stations over globe
were used for calculations. Even three years is too short period for reliable evaluations of correlations, some
very preliminary results may be obtained.

The correlations were calculated under following conditions:

a) all differences were normalized (see our previous article here) by local (for each upper-air station)

mean and sigma:

f()_é,p): F(fap)_F(iap)’
OF(x.p)

b) for each 30-degrees latitudinal zone the fields of such normalized forecast errors are considered as
homogeneous and isotropic with respect to horizontal coordinates;

c) it was assumed (because of too short period of accumulated time series) that normalized forecast
errors are homogeneous during whole three years (without months partitioning).

The full set of auto- and cross-correlations {,u(rk,B,Pj)}for geopotential height (H), temperature (7),

transversal (V) and longitudinal (L) wind’s components forecast errors at /5 standard pressure levels from 925
to /0 hPa and for 50-km distance intervals from 0 to 3000 km were calculated.
Resulted correlations were approximated by expressions

N
/’l(rkapi’pj):ao(piapj)'é‘(rk)—l—zal(pj,pj)"]o(rk /dl) (1)
=1

where &(r,) is the Dirac-function equal to 0 everywhere except point » =0, where it is equal to 1; J, -

Bessel-function; A, ={q, (B,Pj)},l =0,..., N are positively defined matrices of coefficients to be defined;

d,,l =1,...,N are some scale coefficients to be defined too. (N=4 for the current case).

Being defined as result of the task solution, the positively defined matrixes A, guarantee the positively

definiteness of approximated functions 4 and its closeness to original coefficients 1. So, RMS differences

between originally calculated correlations and their positively defined approximations are about 0.0/. Again,
approximation (1) allows distinguishing between local errors (including observation errors and local field
disturbances) and macro scale errors by very simple technique under reasonable assumptions.

Some cross-sections of approximated correlations of forecast errors with comparison to original
coefficients fore middle latitudes of Northern hemisphere are shown on the Figure. Correlations HxL, TxL and
NxL are theoretically equal to 0. It is obvious that correlations are significantly varying for different levels. It
is easy to see also that correlations for stratospheric levels (above /00 hPa level) are much more significant
comparing troposphere levels. It means that forecast into troposphere is much more close to really observed
values against the stratosphere. Comparison with correlations of observed upper-air parameters [3,5], shows
that correlation radius for forecast errors is remarkable smaller.
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Figure. Auto- (HxH, TxT, NxN and LxL) and cross- (HxN, TxN and HxT) correlation
functions for 30-60 degree latitudes of Northern hemisphere, 1998-2000 years.

Dashed line - originally calculated correlations, solid line - approximated.
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Bias, Variability, and Hydrostatic Adjustment for 3D Forecast Fields of Geopotential
Height, Temperature and Wind'

Oleg A. Alduchov’, Alexei N. Bagrov®, Vladimir A. Gordin

Forecast meteorological fields are used as first guess (FG) for objective analysis (OA)
procedures. Our verification of the fields shows that they are not fulfilled to hydrostatic equation:
d—H:T, where g“:—ﬁ-lnp (1)
dg g

The differential equation can be discretized (by cubic splines) for 16 mandatory levels as

3'1;1,-_1 _3-fli +3'€Ii _3.112,”1 fla 24 2L +£=0, i=2,.,15 (2)
h, h, h h h,  h h, h

i i i— i i

where . =&, =&, i=1,..,15. To damp the residuals of the hydrostatic equation we make a

projection (see [3]) of any twin vertical profile of the 32D-field <{H ; }jjziﬁ ,{T}F16> onto the 18
Jj= Jj=

J

dimensional subspace composed from all vectors that satisfy to (2).

Evaluations over four years of three-dimensional fields of bias and variability of the
difference between some observed upper-air values and forecast fields (Bracknell’s) are shown
on Fig.1-5. The variability here i) is smaller the climatic one, [2]; ii) strongly depends on
horizontal coordinates. The mean values of differences are remarkable large. The application of
corresponded corrections to the first guess fields during objective analysis procedure leads to
improvements of the resulted objective analysis geopotential height fields [1,3].
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H_588: Sigma: Obs-Fcst 1998-2881 (742 stations)

B

Fig. 1. Mean (left) and variability (right) of differences observations-forecast for geopotential
height at level 500 hPa over 1998-2001 years.
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Fig. 2. Mean (left) and variability (right) of differences observations-forecast for temperature at
level 500 hPa over 1998-2001 years.
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Fig. 3. Mean (left) and variability (right) of differences observations-forecast for zonal wind at
level 500 hPa over 1998-2001 years.
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Fig. 4. Mean (left) and variability (right) of differences observations-forecast for meridional
wind at level 500 hPa over 1998-2001 years.
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Fig. 5. Mean (left) and variability (right) of differences observations-forecast for relative
humidity at level 500 hPa over 1998-2001 years.
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Impact of ATOVS AMSU-A radiance data in the
DMI-HIRLAM 3D-Var analysis and forecasting system

Bjarne Amstrup
Danish Meteorological Institute
Lyngbyvej 100, DK-2100 Copenhagen )
Denmark
Email: bja@dmi.dk

Since May 2001 an ongoing observing system experiment (OSE) using Advanced TIROS (Television
Infra-Red Observation Satellite) Operational Vertical Sounder (ATOVS) brightness temperatures from
the polar orbiting satellite NOAA16 (National Oceanic and Atmospheric Administration) in near real-
time has been run at DMI (Danish Meteorological Institute). All AMSU-A (Advanced Microwave
Sounding Unit-A) level 1c data (channels 1 to 10, only) available from locally received data from the
DMI Smidsbjerg antenna as well as from the DMI Sdr. Strgmfjord/Kangerlussuaq (Greenland) antenna
have been used.

Initially an observation error covariance matrix was calculated using data from a two month period
with passive inclusion of NOAA16 data received via the local DMI Smidsbjerg antenna. Subsequently,
new observation error covariance matrices have been calculated using data from later one month periods
including data from the DMI Sdr. Strgmfjord antenna.

The setup used for the first impact studies from June through September 2001 as well as some results
can be found in Amstrup, 2001. Further details concerning the forecast model can be found in Sass
et al., 2002. The basic model is the DMI-HIRLAM-G (DMI HIgh Resolution Limited Area Model - G)
for which the horizontal resolution is 0.45°, the number of vertical levels 31, the number of grid points
is 190 x 202, the time step is 240s, and the lateral boundary values are from ECMWF forecasts.

Based on observation (obs-) and field verification the impact is basically neutral in this period. There
is a marginal positive impact on some parameters based on obs-verification.

Subsequently, some changes were made, including modifications in the observation covariance matrix
used. Results for December 2001 and January 2002 can be found in Schyberg et al., 2002. The results
for December were neutral, but for January a positive impact was found. An illustration of this is shown
in terms of observation verification results in Figure 1. In this figure WIA denotes the run with ATOVS
AMSU-A data included and REF denotes the reference run.

The plans at DMI involve usage of ATOVS AMSU-A data in the operational assimilation system
in the autumn of 2002 unless unforeseen problems are revealed during the continuous pre-operational
runs.
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Damping of fast growing gravity waves generated by imbalance of initial mass and wind fieldsand
diabatic forcing

Astakhova E.D., Frolov A.V., Tsvetkov V.1. (E-mail: tsvetkov@rhmc.mecom.ru)
Hydrometeorological Center of Russia, 9-13 Bolshoy Predtechenskii per., 123242, Moscow, Russia

Numericd solutions of the eguations of atmospheric hydro- and thermodynamics contain high-
frequency naise, which arises, firstly, becaise of the inconsistency of initial meteorologicd fields and,
seawndy, due to diabatic forcing. To damp the naise, nordinea norma mode initialization (NNMI)
procedures (Machenhauer, 1982 are widely used now. They asaume that time derivatives of the
amplitudes of “fast” modes with frequencies above some given threshold must be set zero at the initial
time moment. Then we mme to norinea equations olved by iterations. However, to ensure a
convergence of this iterative processquite strong condtions must be satisfied, e.g., orly of a limited
number of verticd modes can beinitialized o time-averaged diabatic fluxes must be used in a model.
At the same time, the diabatic processes can affed the divergent comporent of the amospheric
circulation (verticd motions) considerably and increase the dfed of gravitational waves onto Rosdy
comporents in the numerica solution d the primitive eguation diabatic model. Thus, the diabatic
forcing must be taken into acourt in order to oltain the crredly balanced initial fields. With this
purpose we developed a new diabatic norlinea normal mode initialization procedure based on a
spedfic seledion d most rapidly growing gravitational waves. The procedure can be gplied to the
entire spedrum of gravitational modes with allowance for the red order of magnitude of physicd
phenomena present in the amosphere. A series of numericd experiments was performed with the
Hydrometcenter of Rusda global spedral model T85L31 with dfferent initialization pocedures
starting from the 1996 ECMWF objedive analysis data. A convergence of the iterative processduring
initi ali zation and coincidence of the initial data fields were estimated with the help of a charaderistic

TL" (L isthe number of the vertical mode, k the iteration number) suggested by Rasch, 1985. TLk can
be considered as a typical time scale of the gravitational waves corresponding to the Lth gravitational
mode), and if it decreases from iteration to iteration, it means that the iterative process does not
converge. It can be assumed that the initial data are balanced well and do not generate high-frequency
modes if TLk is high enough (~3010* c). As to the convergence of the iterative processes, the

numerical experiments showed the following (see the Figure, where NNMIO denotes the experiment
with the Machenhauer initialization procedure; NNMIlad and NNMI1diab stand for the experiments
with new initialization procedure, adiabatic and diabatic versions, respectively). First, .the time step
At is important for the NNMI1 performance. At small At~2 min, NNMIO and NNMI1lad are equally

successful in balancing the initial pressure and wind fields (the values of TLk are of the same order).
In this case, a change of the initialization procedure practically does not affect the forecast skill. At
At equal to the model step (15 min), the NNMIO procedure diverges, while NNMI1 improves the

bal ance between wind and pressure initial fields ( TL/‘ increases) and, hence, the forecast skill. Second,

an application of NNMI1diab results in a significant growth of TLk. The improvement was most

striking for the planetary-scale modes (L=1, 2). Third, the best results were obtained by NNMI1diab
for 5-7 initialized modes, and from 15 to 20 iterations were necessary to converge the process.
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The numericd experiments with T85L31 model and NNMI1 demonstrate that the most
intensive divergent eddies are usually simulated in the regions with grea orographic slopes or in
zones of intense convedive mixing. The aiabatic initialization, onaverage, leals to weaker divergent
circulation within the tropicd and baroclinic mid-latitude zones in the vicinity of large sources of
convedive heaing. It retains main feaures of the amospheric drculation above the mourtains
withou considerable deaease of its intensity. In its turn, the diabatic initialization gives divergent
circulation comporents that are doser to the adual onesin the regions with intense diabatic fluxes.

An applicaion d the propacsed initialization procedure ensures snooth numericd solutions of
the model with minimal changes of initial fields, espedally, the divergent comporents of the
atmospheric drculation. Important, that the introduwction o diabatic fadors, firstly, convedive
heding, into initialization procedure gives a naticeale improvement of initial field balance (as
compared to that obtained with the aiabatic initiali zation) within mid-latitude baroclinic zones.

The study was financially suppated by the Rusdan Foundhtion for the Basic Reseach,
projeds 00-05-64803, 0105-65493, 0105-65400.

References

Machenhauer B., 1982 Fundamentals of nonlinea norma mode initiadization.- In: The interadion between
objedive analysis and initializaion/R.Daey, J. Derom, D. Willi amson, Eds., NCAR Tedh. Note, NCAR/TN —
204+PROC.

Rasch P.J.,1985 Development in norma initiaizaion. Part 1: A simple interpretation for normal mode
initiali zaion, Mon. Wea Rev., v. 113 No.10.



01-09

Impact of QuikSCAT in the GEOS GCM

Robert Atlas} E. Brin, S.C. Bloom, J. Ardizzone, J. Terry, J.C. Jusem, and D. Bungato
Data Assimilation Office
NASA/Goddard Space Flight Center, Greenbelt, Maryland 20771

The evaluation of QuikSCAT data at the
DAO consisted of both subjective and objective
comparisons of QuikSCAT winds to ship and buoy

the Northern Hemisphere extratropics and a larger
positve impact in the Southern Hemisphere extra-
tropics using this DAS.

observations, GEOS and NCEP wind analyses,
ERS-2 wind vectors, and SSM/I wind speeds.
This was then followed by a series of data assimi-
lation and forecast experiments using the GEOS
DAS. The experiments were aimed at compar-
ing the impact of QuikSCAT with that previously
obtained with NSCAT, and assessing the relative
utility of QuikSCAT, SSM/I, and ERS-2 winds,
the relative contributions of QuikSCAT directional

and speed information, and the effectiveness of the 0 ! 2 pay ° 4 s
QuikSCAT ambiguity removal algorithms. 10

10 ‘
Control + QSCAT-Ps

Control — | N
NG

.80

ANOMALY CORRELATION

A Control assimilation was generated using 3 °°""°'*°L°AT'F’S
all available data with the exception of satel-
lite surface winds. Then assimilations were gen-
erated that added either SSM/I wind speeds,
QuikSCAT wind speeds, ERS-2 unique wind

vectors, QuikSCAT ambiguous wind vectors, “o 1 SV 4 5
QuikSCAT unique wind vectors, or the combi-
nation of QuikSCAT with ERS-2 and SSM/I.
The results of this initial evaluation of QuikSCAT
demonstrated potential for QuikSCAT data to im-
prove meteorological analyses and forecasts, but
also indicated ambiguity removal, and rain con-
tamination problems that were limiting the appli-
cation of QuikSCAT winds to data assimilation.

Control ~

ANOMALY CORRELATION
3
/

Figure 1 Relative impact of QuikSCAT data on GEOS-3
model forecasts. The 500 hPa geopotential height anomaly
correlations, averaged over four forecasts are shown for the
(top) Northern Hemisphere extratropics and (bottom) South-
ern Hemisphere extratropics.

As an illustration of the impact of QuikSCAT
data, Figure 1 shows anomaly correlations for a
limited sample of GEOS-3 Control and QuikSCAT
500 hPa height forecasts for the Northern Hemi-
sphere extratropics and Southern Hemisphere ex-
tratropics. From this figure, it can be seen that
there is a slight positive impact of QuikSCAT in

*e-mail: ratlas@dao.gsfc.nasa.gov.
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Computation of background error statistics of a double nested
limited area model

Gergely Boloni and Andras Horanyi

Hungarian Meteorological Service, H-1525 Budapest, P.O. Box 38, Hungary
e-mail:boloni.g@met.hu, horanyi.a@met.hu

The presented paper will summarize the work on background error statistics to be used in the data
assimilation system of the limited area model (LAM) ALADIN (Horéanyi et al., 1996). Beside a brief
overview of the general developments, we would like to focus on the work performed with the Hungarian
domain of the ALADIN model (ALADIN/HU?!).

Computation of background error covariances is required in the context of data assimilation in order to
estimate the solidity of first guess information obtained by an earlier model forecast. The so called NMC
method is a widely used algorithm for the definition of background errors in numerical weather prediction
models (Parrish and Derber, 1992). This method estimates the background errors as the deviation of
model forecasts with different forecast ranges (usually 36 and 12 hours) but valid for the same time.
The background error statistics are computed thus on forecast differences accumulated for a few months
(typically 3). As the straightforward application of the method (originally used in global models) didn’t
prove to be convenient to provide mesoscale analysis in the ALADIN model, the so called lagged-NMC
method was developed (Siroka et al., 2001). The lagged-NMC method is very similar to the original
one (standard-NMC) described above with the modification that the lateral boundary conditions are
exactly the same for the two forecasts taking part in the computation of the departures. The background
error statistics computed using the lagged method put indeed the emphasis on the mesoscale features in
the analysis through an error variance maxima shifted towards small scales and through sharper spatial
structure functions.

Recently an extensive study of lagged background error statistics was performed in Budapest at the
Hungarian Meteorological Service, exploring the sensitivity of the statistics to the forecast range. It means
that not only 36h-12h, but all possible combination of forecast differences were created and accumulated
as a base of the statistics. While the model is integrated until 48 hours the forecast range can vary between
6 and 48 hours and the time gap between the subtracted forecasts from 6 to 42 hours. The main goal
of this study was to choose the optimal statistics for the 3D-VAR scheme used in ALADIN and also to
obtain some information about the predictability properties of the model. Many investigations were made
in order to digest the various impacts on the statistics while playing with the forecast ranges taking part in
the NMC differences. The most important remarks can be summarized as follows: increasing the forecast
ranges but keeping a constant time gap, both the total error variance reduction and the shift of the error
variance maxima towards smaller scales is enlarging (illustrated on fig.2). Both phenomena are due to
the rising number of common lateral boundary conditions that results an increasing loss of information
in the context of forecast differences. While an overshot error variance reduction leads to unsatisfactory
spatial structure functions, one has to be careful when choosing the optimal background statistics. A
compromise must be done to have the most shifted variance maxima still keeping a necessary amount of
the total error variance. In order to make an optimal choice of the total variance reduction, 3D-VAR single
observation experiments were run with the full set of statistics. Surprisingly, the experiments produced very
weak analysis increments compared to the standard-NMC statistics, even using those lagged-statistics with
highest error variances. On fig.1 one can compare the impact of the lagged method in case of ALADIN/HU
and ALADIN/LACE? models (which is the driving model of ALADIN/HU). We would like to point on the
reduction of the absolute values of analysis increments due to the lagged method, which is around 6 times
stronger in case of the Hungarian domain. This new result is thought to be the consequence of the double
nesting which is in fact done in the case of ALADIN/HU model. Namely, it is supposed that the small

LA version of the ALADIN model covering the Carpathian basin with 1600km * 1152km domain size and 6z = 8km
resolution.
2 A version of the ALADIN model covering Central-Europe with 2922km 2630km domain size and dz = 12.2km resolution.
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difference in the resolution and geometry of ALADIN/HU and its driving model ALADIN/LACE allows
a strong influence even on smaller scales of the previous through the lateral boundary conditions coming
from the latter. This strong influence was recently supported by a parallel verification of the two model
versions leading to very similar scores. In the context of lagged-NMC forecast differences it means a loss of
information not only on larger, but on small scales as well, resulting in a reduction even on the small-scale
part of the error variance spectra. This small-scale variance reduction, appearing also on fig.2, was not
found in the case of ALADIN/LACE model (Siroka et al., 2001) probably because of more emphasized
differences between its resolution and the resolution of its driving model, ARPEGE?.

Plans for the future are to obtain more information on the applicability of lagged-NMC statistics in
the double nested model and the tuning of a scalar factor in front of the background error cost function,
which is a possibility to avoid the unwanted impacts of exaggerated total error variance reduction.
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Figure 1: Divergence analysis increment of a single observation exper-
iment (67 = 1°) on model level 16. Top-left: ALADIN/LACE with
standard statistics (min = —0.637), top-right: ALADIN/LACE with
lagged statistics (min = —0.438), bottom-left: ALADIN/HU with
standard statistics (min = —1.642), bottom-right: ALADIN/HU
with lagged statistics (min = —0.467).

Figure 2: Background error variance
spectra of divergence on model level
13. The spectra of lagged-NMC
statistics while the time gap is 6
hour in the NMC differences and the
spectra of standard statistics as a
comparison.

3A global model using stretched geometry with an average around 20km resolution over the ALADIN/LACE domain.



01-12

Background Error Covariancesin a Quasigeostrophic Reduced Rank Kalman Filter

AlexanderBeck!, Martin Ehrendorfef andPatrick Haas
L Institutefor MeteorologyandGeophysicsUniversity of Vienna,Althanstrassd 4, A—1090Wien, Austria
2 Institutefor MeteorologyandGeophysicsiniversity of Innsbruck,Innrain52, A—-6020Innsbruck Austria
email: alexanderbeck@unvie.ac.at

The purposeof thiswork is, in continuationof BeckandHaas(2001),to studythe benefitson analysisquality of
including dynamical(i.e., state—dependenitackgroundnformationin a simple,yet reasonablyealisticenviron-
ment. Theimpactof flow—dependerthackgrounaerrorcovariancess studiedwithin afour—dimensionaVariational
dataassimilation(4D—Var) systembasedon the quasigeostrophimodel of Marshalland Molteni (1993),carry-
ing 1449 degreesof freedom. This 4D—Var systemallows for assimilatinga given setof syntheticobsenations
in cycling experimentswith differentspecificationgor the backgrounderror covariancematrix B. Specifically
B may be kept eitherstatic, or fully dynamicasthe entireanalysiserror covariancematrix is carriedforwardin
time accordingto the ExtendedKalmanFilter (EKF) equationgdEhrendorferandBouttier 1998). Further B may
be specifiedasa combinationof dynamicallyevolvedanalysiserror covariancesandstaticbackgroundaccording
to the theorydevelopedfor the ReducedrankKalmanFilter (RRKF). Theimplementatiorof the RRKF closely
follows the formulationat the EuropearCentrefor Medium—RangéNeatherForecastgsee,Fisher1998; Fisher
andAnderssor2001). The basicideaof the RRKF is thatthe dynamicalpropagatiorof the backgrounderrorsis
only appliedin a subspacef relatively smalldimension(say k) thatis definedby the so—calledHessiarsingular
vectors(HSV; Barkmeijeret al. 1998). Preliminaryresultsfrom four cycling experimentsare presentedhatare
designedo investigatethe performancef the RRKF —in differentconfigurationgi.e., differentdimensionof the
subspacé) —in comparisorto eithera staticbackgroundormulation,or to the EKF. Eachof the cycling experi-
mentscovers12 assimilationintervalswith a window lengthof 12 hourseach. Thesepreliminaryresultssuggest
thatthe performanceof this 4D—Var systemis sensitve to the specificatiorof the background.

As anexample,Fig. 1 shavs the analysisandthe fore-

casterror (fc; asa function of leadtime), for a staticB 4dvar / rrkf

(solid curve), an RRKF formulationwith k=10 (dotted) , . 12 cases , .
and k=100 (dashed)HSVs, and the full EKF (chain- i

dashedyorrespondingo anRRKF with k=1449HSVs. — staticB
Errors are measuredn termsof the total enegy (TE) 80r | .-+ RRKFk=10
metric (see,Ehrendorfer2000),in unitsof J/ kg. Each r | —— RRKFk=100
of the curvesis the meanover the 12 subsequenas- 6o | *—- EKF/k=1449
similationintervals. Thinnedobsenationson anirreg-
ular grid aresampledevery 6 hoursfrom a "truth run”
with pre—specifiedbsenationerrorvarianceslt is this I
"truth run” thathasbeenusedin thecomputatiorof the | ——"" L
forecast(andanalysis)errors. Hence,theseerrorscan 20k - - _’_’_ -------- ' ]
be quantifiedexactly. Fig. 1 suggestshatincorporating -

dynamicalbackgrounderrorinformationis beneficialin 0 : ' : ' : '
termsof reducinganalysisand subsequenforecaster- time (h)

rors. Sucha benefitis also expectedfrom theoretica  Fig. 1: Performancef the 4D-Var systemin termsof
considerationge.g.,Fisher1998). analysisandfc errorasafunctionof leadtime.

fc error (TE)

40

However, it is alsoevidentthat a significantimprovementis only achiezedif O(100)HSVs are used. Finally, it

is necessaryo emphasizehat theseresultsare dependenbn variousother specification®f the 4D-Var system
studiedhere andarethusof avery preliminarynature.Additional investigatioris necessaryo furtherconfirmthe
benefitsof a dynamicalB in dataassimilation.
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An hourly meso-scale analysis of near surface parameters (T2m, Hu2m, V10m) has
been developed over France using the high density (spatial and temporal) surface obser-
vations. This analysis uses the optimal interpolation technique and has been tuned to
represent meso-scale events for forecasters rather than for initializing a numerical model.
The first guess is the more recent forecast available from the operational French meso-
scale model (ALADIN), which is comprised between 4 and 9 hours range. The horizontal
spatial resolution of the first guess and the analysis is 9 km. The density of the hourly
surface observation network over France is 40 km in average. The quality control of ob-
servations comnsists in a comparison to the first guess and in a test of spatial consistency.
The test tunings are not too severe in order to keep meso-scale features like for instance
those associated with thunderstorms. Some specific controls are applied to avoid that
mountainous or coastal observations degrade the analysis since the structure functions of
forecast errors are supposed homogeneous and isotropic. Additional diagnostics, such as
the convective available potential energy (CAPE) of the 2m air parcel, or the low-level
convergence moisture (MOCON), are computed from the meso-scale analysis outputs.

The analysis has been first evaluated on several convective case studies. Then a real
time experimentation has been conducted during summer 2001 where a large part of the
Météo-France meso-scale surface observations have been concentrated on an hourly basis.
In order to improve the analysis on the frontier regions, the available surface observations
from the neighbouring countries have been also taken into account in the analysis. During
the experimentation, the advice of "forecasters’ has been sought on the operational use of
these meso-scale analyses. The analysed fields were available 40 mn after observation time
on the forecaster’s workstation. Several possible uses have been identified. The meso-scale
analysis is interesting as an interpolator tool for observations and is able to represent
some meso-scale features like wind gustiness or strong cooling under thunderstorms. The
differences between the meso-scale analysis and the ALADIN forecast are useful to confirm
or invalidate the forecast scenario. Finally the potential of the diagnostics computed from
analyses for thunderstorm nowcasting is still under investigation.
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1. Introduction

The last decade has seen a growing interest among the major operational weather
prediction centers in the application of global models for tropical cyclone track and
intensity predictions. Current generation of global models with resolution in the range of
50 to 100 km is generally sufficient for resolving the synoptic scale steering flow. But it
is still too coarse to resolve the inner core of tropic cyclone for reliable intensity
predictions. The primary goal of present study is to examine the analysis quality and
forecast skill of Hurricane Floyd with the new DAO global Data Assimilation System.

2. The fvDAS/model based forecast system

In recent years, a major effort has been undertaken at Data Assimilation Office (DAO),
NASA Goddard Space Flight Center to develop tiext-generation data assimilation
system — the Finite Volume Data Assimilation System (fvDAS). The system consists of
the joint NASA/NCAR general circulation model (fvGCM, Lin and Rood 2002) and the
physical-space Statistical Analysis System (PSAS, Cohn et. al 1998). Preliminary results
from forecast experiments using the fvGCM with initial conditions produced by fvDAS
have shown that in general there is significant improvement in the forecast skill over
DAOQO’s operational Goddard Earth Observing System Data Assimilation System (GEOS-
3 DAS). There are still many aspects of the new system need to be tested and evaluated.
In this study, we have carried out a series of assimilation and forecast experiments of
Hurricane Floyd with the fvDAS to evaluate the analysis quality and forecast capability.

3. Experimental design and results

Hurricane Floyd passed fairly close to the entire U.S. east coast from September
14 to September 17, 1999 and resulted in one of the largest evacuation in U.S. history: an
estimated two million people were evacuated. It was blamed for 56 deaths and about $3-6
billion in total damage. In this study, a series of assimilation and 5-day forecast have
been carried out from September 9 to September 15 using a pre-release version of
fvDAS. By default, the fvDAS has’Xx 1.25 horizontal resolution with 55 vertical levels
from surface to 1 Pascal. Tropical cyclones develop over the tropical oceans, and these
are the data-sparse areas of convectional surface-based observations. Remote sensing
provides the most reliable and often the only data source about the structure and position
of tropical cyclone. Itis very important to use satellite data to improve the initial analysis
of the hurricane. In addition to the convectional data, we have utilized the SSM/I total
precipitable water, TIROS Operational Vertical Sounder (DAOTOVS), cloud tracking



01-15

wind, and QuickSCAT SeaWinds Scatterometer surface wind in the data assimilation
system.

Figure 1 shows Hurricane Floyd tracks form National Hurricane Center observed
best track, fvDAS analysis, and fvGCM 5-day forecast starting at 0000 UTC 12
September 1999. In spite of the fact that the 1..25 resolution can only represent the
broad features of tropical cyclones and its environment, the hurricane track from fvDAS
analysis is in excellent agreement with the best track. The 5-day forecast with initial
condition from fvDAS analysis also shows good skill in forecasting the track of Floyd,
especially the first 48 —hour forecast.

4. References
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Figure 1. Hurricane Floyd tracks form National Hurricane Center observed best track, NASA
DAO Finite Volume Data Assimilation System (fvDAS) 1 1.2% analysis, and fvGCM model
5-day forecast starting at 0000 UTC 12 September 1999.
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1. INTRODUCTION

The operational analysis system of the
Canadian Meteorological Centre (CMC) has
undergone major revisions in the last two years.
The changes described here are really a follow-
up to the June 1997 implementation of the first
Canadian 3D variational system (3D-var)
described in Gauthier et al. 1999. First, in June
2000, 3D-var was converted from a 16-pressure
to a 28 terrain-following-n level system (3D-Var-
n) including a complete revision of background
and observational errors. In September 2000,
the use of satellite data was updated to directly
assimilate TOVS radiances, in replacement of
SATEM thickness data. In December 2001,
the 3D-var's use geopotential data from
radiosondes was abandoned in favor of using
temperature and surface pressure. The same
was done with the synoptic surface data and
both have had a very positive impact on
analyses.

Some years ago, the CMC developed
unified model codes for both the global and
regional forecast models (C6té et al. 1998).
Similarly, the 3D-var system was also coded to
support both the regional and global pressure
systems as described in Gauthier et al. 1999,
and Laroche et al. 1999. In January 2001, the
regional spin-up system was fully upgraded from
the 16 pressure levels to 28 terrain-following n
levels including the direct assimilation of TOVS
radiances as in the global analysis system. In
December 2001, its use of geopotential data
from radiosonde was also abandoned in favor of
using temperature and surface pressure.

2. GENERAL FORMULATION OF THE 3D-
VAR, AND ESTIMATION OF NEW STATISTICS

Several operational NWP centres
currently employ, or have employed a 3D-Var
system. The 3D-var formulation of this study is
based on the incremental approach, and the
analysis variables are actually the incremental
corrections. The initial misfits between the
observations and the short-term forecast or
innovations are computed in observation space
using the full resolution background state
whereas the analysis increments are calculated
at lower resolution. In the global system, the trial
fields are used at the full resolution (0.9 degree
grid) of the GEM model and the analysis

increments are calculated at the lower T108
spectral resolution.

The covariance statistics of the 3D-Var-
n system were redesigned based on a 3-month
ensemble of 24 and 48-h forecasts valid at the
same time. The 24-48-h forecast differences are
not entirely representative of 6 hour forecast
error statistics, and for this reason, the estimated
variance fields are assumed to be zonally
invariant and were also scaled down using
information from the variances of radiosonde
observations minus 6h-forecast wind and
temperature averaged over broad latitude bands.

The 3D-Var-n system is multivariate and
like its predecessor imposes a simplified balance
constraint between mass and wind analysis
increments. The complete balance operator is
actually the product of local horizontal and
vertical balance operators as discussed in
Gauthier et al. (1999). The vertical operator
which transforms vertical profiles of the balanced
mass variable into temperature profiles is
estimated using a regression analysis over the
ensemble of error samples between temperature
profiles and profiles of linearly balanced stream
function increments in grid-point space. This
approach is used to avoid problems of increased
noise in the vertical structure and the null space
associated with using a theoretically based
inverse hydrostatic operator.  Typically, the
horizontal and vertical spread of balanced is
larger than those of the unbalanced component
(Chouinard et al. 2001).

3. NEW SOURCES OF DATA; SATELLITE
AND AIRCRAFT

In 3D-Var-n, observations are
assimilated in their raw or unprocessed form with
the use of so-called “observation operators”
thereby avoiding interpolating data to and from a
fixed pressure grid prior to their assimilation. For
example, TOVS radiances are directly
assimilated with the help of a radiance transfer
model (RTM). The advanced microwave
sounding unit (AMSU) of the recent NOAA
series produces data of exceptional quality that
are relatively easier to use than the IR data in
most sky conditions. In the current 3D-Var-n,
only the microwave data of channels 3-10 of
AMSU-A from NOAA-15 and 16 platforms are
used. All radiances used are quality controlled



prior to the monitoring and assimilation steps as
described in Chouinard et al. (1999, 2000). The
impact of TOVS radiances is very large and
positive everywhere, but exceptionally so in the
SH, where the predictability of the system was
improved by close to 24 hours (Chouinard et al.
2001).

In recent years, a very important source
of wind data has become available in the form of
automated aircraft wind reports
(ACARS/AMDAR). The impact of these winds
when added to the AIREP data was shown to be
marginally negative in the previous 16-pressure
level 3D-Var system and consequently was
never implemented even though monitoring
indicated the data was of very good quality.
Because the correlation structures of the 3D-Var-
n system are much improved, the impact of the
additional ACARS data has now been shown to
produce very positive impacts particularly when
accompanied by TOVS radiances (Chouinard et
al. 2001).

3.1. Direct assimilation
(including significant
pressure

Even though the analysed mass
variables of the current 3D-Var-n regional and
global systems are temperature and surface
pressure, geopotential has remained the main
source of observations from RAOBS and
similarly the surface pressure was assimilated
indirectly as a proximity to surface geopotential
datum. Because of this, significant level
temperatures from RAOBS and aircraft
temperature reports were never assimilated in
the current system. Recently, we have
introduced the direct assimilation of temperatures
and surface pressure from RAOBS instead of
geopotential, and similarly, temperature and
moisture observations from the surface synoptic
meteorological (SM) network are now directly
assimilated producing larger and more consistent
corrections to the trial field thereby improving the
surface and PBL structures. Parallel suites prior
to the December 2001 implementation clearly
indicate the positive impact of direct assimilation
of surface and upper air temperature data on
analyses and 10-day forecasts.

of temperature
levels) and surface

3.2. Application to the
system

regional analysis
Like its previous pressure system, the
3D-Var-n system was adapted to the regional
model to produce analyses directly on its model
levels. As in the global, the analysis increments
are calculated at the low-resolution horizontal
and vertical resolution of the analysis grid of the
global statistics. The increments are interpolated
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to and from the regional model grid during the
12-h spin-up to arrive at the final analysis on the
higher resolution regional model grid. As
expected, the same improvements obtained with
the global 3D-Var-n were obtained in the regional
system, but most significantly, the moisture
analyses and the precipitation forecasts were
significantly improved (Chouinard et al. 2001).

4. FUTURE WORK

In preparation for the assimilation of
satellite data from future platforms (NOAA-17),
we have started testing with AMSU-B TOVS
radiances from current NOAA polar orbiters. The
model and analysis top are being raised to 0.1
hPa to accommodate the higher peaking
radiances of the AIRS and IASI instruments.
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It is well known that numerical weather predictions are sensitive to small changes in the initial conditions, i.e., a rapid
growth of the initial errors can lead in a relatively short time to large forecast errors. During the last decades much effort has
been devoted to study and improve the methods used for the preparation of the initial conditions for numerical atmospheric
models (the so-called analysis), as well as to understand the mechanisms involved in the growth of the initial errors.

The analysis is obtained as a statistical interpolation of short-range numerical forecasts (known as background) with new

observations. The weight given to each of these contributions is essentially proportional to the inverse of their error

covariance. It follows that a good representation of the observation and background error covariances is one of the major
goals in the development of data assimilation systems (e.g. Klinker et al., 2000; Bennet et al., 1996; Houtekamer and

Mitchell, 1998; Hamill and Snyder, 2000). In 3D-Variational schemes the background error covariance matrix is statistically

derived from long term statistical estimations and it is maintained constant in time during the assimilation cycle. This implies

that the large time dependence of the errors (“errors of the day”) is neglected, despite its large variability (Corazza et al,

2001).

Kalnay and Toth (1994) argued that the similarity between breeding (Toth and Kalnay, 1993, 1997) and data assimilation
suggests that the background errors should have a structure similar to those of bred vectors. Here we take advantage of the
relationship between the bred vectors and the analysis and background errors demonstrated by Corazza et al., 2001, for a
simple quasi-geostrophic model (Morss, 1999), and test whether it is possible to augment the constant forecast error
covariance used in 3D-Var with “errors of the day” derived from the breeding method. We present results obtained with
different methods aimed to include in the data assimilation scheme (i.e., in the representation of the background error
covariance matrix) the information given by the bred vectors.

The numerical model is a quasi-geostrophic (QG) mid-latitude flow in a channel discretized by finite differences both in
horizontal and vertical directions. The simulated data assimilation is performed with an algorithm similar to the operational
Spectral Statistical Interpolation (SSI) at NCEP (Parrish and Derber, 1992). “Rawinsonde observations” are generated every
12 hours by randomly perturbing the true state at fixed observation locations. Bred vectors are produced using a method
similar to that adopted at NCEP (Toth and Kalnay 1993,1997), rescaling the difference between the perturbed runs and the
control forecast every 12 hours.

Since this is a simulation system, we can explicitly define the “true state of the atmosphere” (by integrating the model
from a given initial state) and therefore study the analysis and forecast errors. A perfect model assumption is made so that
our conclusions are not necessarily valid for more complex models with model errors, and similar tests have to be made with
more general simulation systems and with real forecast systems.

Corazza et al. (2001) found that bred vectors in this QG simulation system are indeed closely related to the background
errors, suggesting that the bred vectors can be useful in specifying the part of the background error covariance matrix that
corresponds to the “errors of the day”. In particular we found the following properties of the bred vectors:

» Convergence to well organized structures in the bred vectors occurs within a few (3-5) days. This indicates that it is
possible to operationally use the information given by the bred vectors without waiting an infinite time for asymptotic
convergence.

» Bred vectors obtained using normalizations based on the potential vorticity and on the stream function are virtually
indistinguishable.

» Bred vectors obtained using the “true” atmosphere are very similar to those obtained using the “analysis” atmosphere.
This is true even if we use a low density observing network, suggesting that the bred vectors are not too sensitive to the
details of the flow and that the errors themselves are more likely dependent on the large scale nature of the flow.

The original data assimilation cycle (referred to as the regular data assimilation system) is based on the NCEP 3D-Var

scheme, and is solved iteratively for the analysis state X (Morss, 1999). Given the background state (or first guess - the 12

hour forecast from the previous analysis) X, , and the set of observations Yy , the equation can be written as follows:

o’

(1+BH'RH)(x, -x,) =BH'R™(y, ~H(x,))

where B is the background error covariance matrix, R is the observation error covariance matrix, H is the observation
operator and H, H' are the matrices that represent the linearized H and its transpose respectively. The right part of the

equation is computed at the beginning of the process, and the equation is then iteratively solved for (Xa —Xb)until the

equation is satisfied with an error smaller than a given threshold.
The easiest way to introduce the bred vectors in this equation is to globally substitute B with the ensemble average of the

k
outer product of the bred vectors. We can build a new background covariance matrix as Z,:lbiblT I k where b; is the /"
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bred vector defined over the entire domain. The substitution of B with the new matrix can be done at a negligible
k
computational cost. Moreover, this implementation allows to apply z,:lbibiT lk and B simultaneously (Hamill and

Snyder, 2000) so that the data assimilation scheme can be generalized to:
C Ok T Ty -1 — C Ok T Ty -1
(1 +(azzi:1b,.b,. +(l—a)BjH R H)(xa -X,) —(az _bb, +(1—a)BjH R (y,-H(x,))

where a is a number between 0 (for the regular system) and 1 (background error covariance matrix based fully on bred
vectors) and c is a normalization factor kept constant in the results presented here. It should be noted that the covariances in
B were tuned to optimize the regular 3D-Var.

The use of the bred vectors allows decreasing the squared error of the analysis (averaged over the horizontal domain) by
a factor between 15 and 20% (around 8-10% in the error) for a equal to 0.4. The percentage improvement continues
throughout the 72 hour forecast, suggesting that the correction to the analysis due to the bred vectors affects, at least in part,
the growing errors. This method is able to reduce the squared error in the analysis and forecasts up to a factor of 40%
considering a modified version of the bred vectors aimed to take into account random observational errors introduced in the
analysis step. Simulations using these vectors show a remarkable improvement of the performance of the assimilation cycle
with respect to the one based on the standard bred vectors without random “reseeding”. It is interesting to note that for large
values of a, when the role of the statistically derived B is small, the augmented system is not able to maintain the error small.
This indicates that the space spanned by the bred vectors is not large enough to represent all the error directions, and that
the contribution of the regular part of the assimilation scheme cannot be neglected when using global methods to include
bred vectors in the data assimilation cycle. This was also observed using local methods (not shown).

Motivated by the studies performed by Patil et al. (2001) we are presently testing new methods to locally use the bred
vectors in the data assimilation system. The use of local methods is desirable in order to optimise the information given by
two or more bred vectors, which may be, for example, positively correlated in one area and negatively correlated in another
area far away. The background error correlations should vanish beyond a limited horizontal extent, whereas our use of global
bred vectors implies correlations over the global domain. An example of local use of the bred vectors can be derived as a
generalization of the method proposed by Kalnay and Toth (1994).

REFERENCES

Bennett, A. F., B. S. Chua, and L. M. Leslie, 1996: Generalized inversion of a global NWP model., Meteor. Atmos. Phys., 60,
165-178.

Corazza, M., E. Kalnay, D. J. Patil, R. Morss, |. Szunyogh, B. R. Hunt, E. Ott, and M. Cai, 2001: Use of the breeding
technique to estimate the structure of the analysis “errors of the day”. Submitted to Nonlinear Processes in Geophysics.
Hamill, T. M., and C. Snyder, 2000: A Hybrid Ensemble Kalman Filter — 3D Variational Analysis Scheme., Mon. Wea. Rev.,
128, 2905-2919.

Houtekamer, P. L., and H. L. Mitchell, 1998: Data assimilation using an ensemble Kalman filter technique., Mon. Wea. Rev.,
126, 796-811.

Kalnay, E., and Z. Toth, 1994: Removing growing errors in the analysis cycle., Tenth Conference on Numerical Weather
Prediction — Amer. Meteor. Soc., pp. 212-215.

Klinker, E., F. Rabier, G. Kelly, and J.-F. Mahfouf, 2000: The ECMWF operational implementation of four dimensional
variational assimilation. lll: Experimental results and diagnostics with operational configuration., Quart. J. Roy. Meteor. Soc.,
126, 1191.

Morss, R. E., 1999: Adaptative observations: Idealized sampling strategies for improving numerical weather prediction., Ph.
D. thesis, Massachusetts Institute of Technology, 225 pp.

Parrish, D. F., and J. D. Derber, 1992: The National Meteorological Center spectral statistical interpolation analysis system.,
Mon. Wea. Rev., 120, 1747-1763.

Patil, D. J. S., B.R. Hunt, E. Kalnay, J. A. Yorke, and E. Ott, 2001: Local Low Dimensionality of Atmospheric Dynamics, Phys.
Rev. Lett., 86, 5878.

Toth, Z., and E. Kalnay, 1993: Ensemble forecasting at NCEP: the generation of perturbations., Bull. Amer. Meteor. Soc., 74,
2317-2330.

Toth, Z., and E. Kalnay, 1997: Ensemble forecasting at NCEP: the breeding method., Mon. Wea. Rev., 125, 3297- 3318.



01-20

Near -Realtime Sea Surface Pressure Fields from
NASA’s SeaWinds Scatterometer and Their Impact in NWP

Shannon R. Davis, Mark A. Bourassa, R. Atlas, J. Ardizzone, Eugenia Brin
James J. O’Brien, David F. Zierden

1. Introduction

Spaceborne scatterometers provide marine surface
wind vector measurements with unprecedented coverage in space
and time. As aresult, these instruments can potentially serve as
invaluable tools in operational meteorology as well as in the
realm of numerical weather prediction. The most recently
launched satellite scatterometer, SeaWinds, relays data from
over 94% of the planet’s ice-free oceans in a 24-hour period.
Here the impact of assimilated SeaWinds data upon a numerical
weather models performance is examined in ajoint collaboration
betweent the Center for Ocean and Atmospheric Prediction
Studies and NASA’s Data Assimilation office at the Goddard
Space Flight Center. Particular emphasis devoted to the impact
of assimilated scatterometer-derived sea surface pressures.
Several experiments are conducted using a new NASA/NCAR
finite volume model to separately assess the impact of
assimilated sea-surface pressure fields derived from Seawinds
and assimilated SeaWinds winds themselves. The results from
these experiments are objectively analyzed and the individual
impacts of assimilated Seawinds variables is compared.

2. Background

This study involving the assessment impact of
assimilated scatterometer-derived pressures in addition to
assimilated scatterometer windsis asignificant departure from
many other earlier works. With preliminary impact studies made
by Baker et a. (1984) and Duffy et al (1984), it was
established that satellite scatterometer wind data (SeaSAT) aone
could provide significant improvements in the surface analyses
for major synoptic events but less of an impact on the analyses
and forecasts for the upper atmospheric levels. In subsequent
studies, severad initiativesby Duffy and Atlas and more recently
by Atlas(2001), demonstrated that the impact of scatterometer
surface winds from could be extrapolated vertically by adjusting
the mass of upper levels relative to the adjusted features
observed at the surface. Here, an alternative technique to
enhancement of scatterometer data impact is advanced. Sea-
surface pressures derived from the scatterometer data are
assimilated into the model in place of the wind data itself.
Assuming arelatively hydrostatic state in the atmosphere, surface
pressures represent a three dimensional column of the
atmosphere rather than the two-dimensional equivalent athe sea
surface presented by thewind vectors alone. Surface pressure
fields additionally affect the mass fields of the atmosphere
directly and thus the impact of their assimilation into the model

should be much stronger than that of the winds alone. With the
use of pressures, the issues regarding complicated boundary
layer physicsin amodel can be circumvented and so too the need
for any vertical extrapolation scheme to adjust the model’ s upper
atmospheric levels.

The calculation of sea-surface pressures from the
scatterometer wind vectors in this study is made following the
works of Harlan and O’ Brien (1986), Brown and Zeng (1994),
and ,ost recently Zierdent et. al. (2000). Wind vectors from the
SeaWinds instrument are produced along a regularly gridded
swath that flows. From these wind vectors observations, relative
vorticity is determined following a centered difference scheme
and blended via a variational technique with a geostrophic
vorticity derived from an initial guessymodel pressure field. A
new surface pressure field is solved numerically using amethod
of successive overelaxation.

3. Data & Instrument

The SeaWinds instrument was launched by NASA in
1999 aboard the sun-synchronous, polar-orbiting satellite,
QUIKSCAT. It isaKu-band scatterometer in the tradition of its
predecessors SeaSAT and NSCAT, and functions as an active
microwave sensor operating at 13.2 GHz Unlike its predecessors
however, SeaWinds employs twin conically rotating pencil
beamsin its design, thereby improving the quantity and quality
of its observations. With an orbital period of 101 minutes, the
coverage of SeaWindsistypically 94% of theice free oceansin
one day.

Since its launch severa different data sets have been
made available to researchers and operational weather centers by
NASA-JPL and NOAA-NESDIS. These include processed
science quality and near-realtime wind vectors. Both are
employed in this study to be consistent with previous impact
studies and to suggest the operational viability of using the
SeaWinds winds and wind-derived surface pressures.

4. Model

A new Physical Space/ Finite-Volume global circulation
model was employed in these experiments This model was
developed jointly by NCAR and the NASA Data Assimillation
Office. Detailed information about the model is available on the
web at:
http://dao.gsfc.nasa.gov/pages/atbd.html
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Sample Coverage for one Day By the QSCAT SeaWinds
Scatter ometer

5. Methodology

A seriesof individual experiments are conducted to assess and
compare theimpact of assmilated SeaWinds-derived pressures
and assimilated SeaWinds surface wind vectors. The
methodology for this impact study follows most closely that
established by Atlas et al (2001) and is outlined graphically in
Figure 2.

6. Results

Results from the assimilation of one-month of global Seawinds
Pressures are presently being generated at NASA’s Data
Assimilation Office. Impacts of these pressures on the surface
analysis alone are shown in figure 3, 4, 5,6, and 7.
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A VARIABLE-RESOLUTION STRETCHED-GRID GENERAL CIRCULATION MODEL
AND DATA ASSIMILATION SYSTEM WITH MULTIPLE AREAS OF INTEREST:
STUDYING THE ANOMALOUS REGIONAL CLIMATE EVENTS OF 1998

Michael S. Fox-Rabinovitz, ESSIC (Earth System Sciences Interdisciplinary Center),
University of Maryland, College Park, MD, and Data Assimilation Office, NASA/Goddard Space
Flight Center, Greenbelt, MD

Lawrence L. Takacs, and Ravi C. Govindaraju SAIC (Science Applications International
Corporation), 4600 Powder Mill Road, Beltsville, MD 20705-2675, and Data Assimilation Office,
NASA/Goddard Space Flight Center, Greenbelt, MD

The GEOS (Goddard Earth Observing System) stretched-grid (SG) GCM and the GEOS
SG-DAS have been developed and thoroughly tested over the last few years (Fox-Rabinovitz et al.
1997, 2000, 2001, 2002, Fox-Rabinovitz 2000). The model and system are used for regional
climate experiments for seasonal, annual, and multiyear time scales. The following major results
have been recently obtained.

Introduction of the new design of the stretched grid with multiple areas of interest allowed us to
study simultaneously the variety of anomalous regional climate events of 1998 at mesoscale
resolution. Both the SG-GCM simulation and SG-DAS assimilation products obtained with
enhanced regional resolution are used in the study.

The new stretched-grid design with multiple (four) areas of interest, one at each global quadrant,
is implemented into both a stretched-grid GCM and a stretched-grid data assimilation system
(DAS). The four areas of interest include: the U.S./Northern Mexico, the EI-Nino area/Central
South America, India/China, and the Eastern Indian Ocean/Australia. Both the stretched-grid GCM
and DAS annual (November 1997 through December 1998) integrations are performed with 50 km
regional resolution while the maximum grid interval is about 3 degrees. The moderate stretching is
used. The efficient downscaling to mesoscales is obtained for both the SG-GCM and SG-DAS for
each of the four areas of interest while the consistent interactions between regional and global
scales and the quality of global circulation is preserved. This is the advantage of the stretched-grid
approach.

Also, the hurricanes, typhoons, and severe storms for the areas of interest and their vicinities are
produced with the GEOS SG-DAS.

The areas of interest with enhanced regional resolution are located within each global quadrant
that makes the grid-point global distribution more homogeneous than that of the original stretched
grid design with one area of interest. Such homogeneity of a grid-point distribution affects
positively the overall quality of global simulated and assimilated products.

The global fields and diagnostics are well reproduced by the SG-GCM simulation and SG-DAS
assimilation. Their spectra are very close for all spectral ranges: the long-, medium-, and short-
wave ones. The spectra are also close to that of the referencelx1l degree ECMWEF reanalyses except
for the shortest waves or mesoscales for which the stretched-grid spectra show larger energy due to
higher resolution used for the large regions of interest.
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The global zonal mean vertical distributions of prognostic variables are close to those of the
reference 1x1 degree ECMWF reanalyses. The same is true for horizontal distributions of the
prognostic and diagnostic fields. All that confirms that the high quality global characteristics are
obtained for simulated and assimilated fields.

The simulated and assimilated anomalous regional climate events of 1998 include: the spring
(April-June) flooding in the Midwest and Northeast and the drought in southeastern U.S.; the
December-1997 - May-1998 Mexican drought; the Indian summer (June-September) monsoon; the
severe summer (June-September) flooding in China; anomalous precipitation over Australia;
anomalous March-May precipitation over South America; and precipitation over the African Sahel
region. The above event simulation and data assimilation captured the major anomalies at medium
and mesoscale resolution.

For all of the events the simulated and assimilated precipitation and/or precipitation anomaly
patterns appeared to be close to each other and also close in many details to gauge precipitation
data. Simulated precipitation is sometimes overestimated compared to that of assimilated or gauge
data precipitation especially outside the areas of interest. Assimilated precipitation compares
generally well with gauge data. The mesoscale features are adequately produced for both simulated
and assimilated precipitation.

Other diagnostic and prognostic variables at different levels compare well with verifying data. All
that shows the success of stretched-grid simulation and assimilation in terms of the efficient
downscaling to realistic mesoscales.

The overall conclusion is that the SG-GCM simulation and SG-DAS assimilation produced
realistic global and especially regional products that adequately represent the various anomalous
regional climate events occurred in1998. Evidently, the quality of assimilated products is higher
than that of simulated ones.

The obtained results show that both the SG-GCM and SG-DAS with multiple areas of interest are
viable practical tools for simultaneous high-resolution simulations and data assimilations of
regional climate events in all four global quadrants.
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Improving Global Analysis and Forecast Using Microwave-based Rain and Moisture Data
Arthur Y. Hou, Sara Q. Zhang, Arlindo M. da Silva

Data Assimilation Office, NASA Goddard Space Flight Center, Greenbelt, MD 20771, USA
E-mail: arthur.hou@gsfc.nasa.gov

Analyses produced by global data assimilation systems currently contain significant errors in
primary hydrological fields such as precipitation and evaporation, especially in the tropics.
Rainfall estimates derived from space-borne passive microwave sensors can provide valuable
pattern and intensity information on precipitation for improving global analysis and forecast. At
the Data Assimilation Office at NASA Goddard Space Flight Center, we have been exploring the
use of innovative techniques to assimilate rainfall and total precipitable water (TPW) data
provided by the TRMM Microwave Imager (TMI) and Special Sensor Microwave/lmager
(SSM/I) instruments. Results show that variational assimilation of 6-h averaged surface rain rate
and TPW using the moisture tendency of the forecast model as a control variable significantly
improves not only the hydrological fields but also key climate parameters such as clouds,
radiation, and tropospheric moisture in the analysis produced by the Goddard Earth Observing
System (GEOS) Data Assimilation System. The improved analysis also yields improved short-
range forecasts in the tropics.

Figure 1 shows the impact of assimilating 6-hour averaged TMI and SSM/I rainfall and TPW on
GEOS analysis at 1° x 1° horizontal resolution for January 1998. The improved precipitation in
the tropics effectively reduces the monthly-mean bias and standard deviation errors in the
outgoing longwave radiation (OLR), which was not assimilated but used for independent
verification. Since current global analyses contain significant errors in hydrological parameters,
the result that rainfall assimilation improves not only precipitation but also related fields such as
cloud and radiation has important implications. It identifies precipitation as a key observation
type for improving the quality and usefulness of global analyses for understanding the earth’s
water and energy cycles.

The improved analysis with rainfall data also provides better initial conditions for storm-track
and quantitative precipitation forecasts (QPF), as shown in Fig. 2 for Hurricane Bonnie. Results
from 5-day ensemble forecasts show systematic improvements in precipitation, divergent winds
and geopotential heights in the tropics. These results suggest that rainfall assimilation has the
potential to significantly improve weather forecasting skills.

Reference:
Hou, A. Y., S. Zhang, A. da Silva, W. Olson, C. Kummerow, J. Simpson, 2001: Improving

global analysis and short-range forecast using rainfall and moisture observations derived from
TRMM and SSM/I passive microwave instruments. Bulletin of Amer. Meteor. Soc., 82, 659-679.
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Impact of Rainfall & TPW Assimilation on Precipitation (mm d) OLR Improvement Associated with Rainfall Changes (> 1 mm/day )
at TMI+SSMI Observation Locations: January 1998 at TMI+SSM/| Observation Locations: January 1998
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Figure 1. GEOS assimilation results with and without TMI and SSM/I observations for January 1998. Left panels
show errors in the monthly-mean tropical precipitation fields verified against GPCP combined Satellite-gauge
estimate: Top is the difference between the GEOS control (without rainfall and TPW data) and GPCP. Bottom is the
corresponding error in GEOS assimilation with rainfall and TPW data. Right panels show the impact on the
outgoing longwave radiation (OLR) verified against CERES/TRMM measurements. Percentage changes in the
tropical-mean error standard deviation relative to the GEOS control are given in parentheses.
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Figure 2. Improved storm track forecasts and QPF Equitable Threat Scores for Hurricane Bonnie. The left panel
shows that the 5-day storm track forecast initialized with 1° x 1° GEOS analysis containing TMI and SSM/I rainfall
data (blue) is in close agreement with the best track analysis from NOAA. The track from the control experiment is
shown in green. The forecasts are initialized at 12:00 on 20 August 1998. The right panel shows the consistently
higher Equitable Threat Scores for Day 3 precipitation forecast (red) initialized by the analysis with rainfall data.
Results for the control experiment are shown in blue. A higher Threat Score corresponds to greater forecast skills.
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One month cycle experiments of
the JMA mesoscale 4-dimensonal variational data assimilation (4D-Var) system

Yoshihiro Ishikawa and Ko Koizumi
Numerical Prediction Division, Japan Meteorological Agency

The JMA is developing a 4-dimensional variational data assimilation (4D-Var) system for a
hydrostatic mesoscale model (MSM) with a horizontal resolution of 10km and 40 vertical levels.
The system becomes operational from March 2002 with three-hour assimilation windows. Since it is
aimed to provide MSM products within one and half hours from observation times, an incremental
approach is taken to save computational time, using a 20km version of MSM for inner loop
calculation of 4D-Var. The adjoint model includes simplified physics. Assimilated data are
radiosonde, synop, ship, buoy, airep, wind-profiler and radar-AMeDAS precipitation data.

In order to evaluate the total performance of 4D-Var in the operational environment, 3-hour
forecast-analysis cycle experiments were performed for one month period of June and September
2001. 18-hour forecasts were made four times a day (00, 06, 12 and 18 UTC initials). The root mean
square errors (RMSE) of 120 forecasts were calculated for each month against radiosonde
observations in Japan and threat scores were also calculated for precipitation forecasts evaluation.
These scores were compared with those of the routine forecasts which employ the one-hour cycle
optimal interpolation and physical initialization as an analysis method during the last three-hour
period preceding to the initial time.

Fig. 1 shows threat scores of 10mm/3hour calculated against 40km-averaged radar-AMeDAS
precipitation analysis data. The scores of 4D-Var surpass those of routine forecasts for every forecast
time of both June and September.

Fig. 2 shows RMSEs of 500hPa heights and 850hPa temperature of June 2001. The RMSEs of
4D-Var forecasts are smaller except for the 500hPa height error at FT=0, the reason of which is
supposed to be that temperature data of radiosondes are used for assimilation, not geopotential height
data. Although the error at FT=0 is slightly larger, the errors are smaller at the other forecast times,
which indicates that the 4D-Var analysis has a better quality than the routine analysis. The RMSEs of
September also have similar improvements over the routine analysis (not shown).

Fig. 3 shows an example of precipitation forecast. In this case, a typhoon (T0115) was
approaching and heavy rain areas appeared in the southern coastal region of Japan. The forecast
from 4D-Var shows a good agreement with the observation.
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Fig. 1 Threat scores of 10mm/3hour (left: June 2001, right September 2001). Solid lines are scores

of 4D-Var and dashed lines are those of routine forecasts.
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OZONE DATA ASSIMILATION AT THE MET OFFICE
D.R Jackson and R.W Saunders

Met Office, London Road, Bracknell RG12 257, U.K.

email: david.jackson@metoffice.com

Introduction

It is claimed that ozone assimilation may benefit numerical weather prediction (NWP)
via: impact on wind fields through correlations between ozone and potential vorticity
(and other dynamic variables); improved assimilation of satellite radiances; improved ra-
diative heating; improved predictions of UV radiation. The impact of including ozone in
operational NWP assimilation schemes is currently being investigated at other forecast-
ing centres (see eg Holm et al, 1999; Peuch et al, 2000; Stajner et al, 2001). Here, we
describe developments to include ozone within the Met Office’s three-dimensional varia-
tional assimilation (3D-Var) scheme (Lorenc et al, 2000). Initially, ozone will be analysed
using observations from the High Resolution Infrared Radiation Sounder (HIRS) and the
Solar Backscatter Ultraviolet spectrometer (SBUV), but it is possible that data from
future satellite missions will be incorporated later.

Ozone Assimilation in 3D-Var

Ozone will be assimilated using the Met Office’s operational stratosphere - troposphere
data assimilation system, which is based on a 40 level version of the Unified Model (UM),
with a top level near 0.1 hPa and a horizontal resolution of 2.5 latitude x 3.75° longitude.
The ozone field is advected by the model forecast winds, but no parametrization of
chemical production or loss is included.

The 3D-Var code has been modified to include ozone as a control variable. An im-
portant feature of the scheme is the transforms of the control variables that are made in
order to eliminate the unwieldy background error covariance from the calculation of the
cost function, and to make this calculation much more computationally efficient (Lorenc
et al, 2000). To this end, the ozone covariance matrix has been filtered, to allow for
different scales in the horizontal, and has been transformed into empirical modes in the
vertical, using zonal and seasonal average statistics. For other control variables, a fur-
ther, physical, transform has been made which eliminates, or greatly reduces, correlations
between the variables (see Lorenc et al, 2000). However, for simplicity at this stage it is
assumed that ozone is uncorrelated with any of the other analysis variables and thus no
physical transform is performed.

To begin with, only ozone data from HIRS (chiefly HIRS channel 9) shall be assim-
ilated. The deep weighting functions of the HIRS channels mean that little information
about the vertical ozone structure can be obtained. However, the forward model for
HIRS is already in use at the Met Office, and this makes it relatively quick and easy
to modify the code to analyse ozone and to test the assimilation system in this basic
form, prior to going on to the more sophisticated system detailed below. Furthermore,
it has been possible to run tests with ozone added to a 1D-Var version of the HIRS ra-
diance assimilation, in order to assess the most appropriate representation of the ozone
background error covariance matrix. Three candidates were tested: 1) background errors
provided by ECMWF and calculated using the so-called ‘NMC Method” (Parrish and
Derber, 1992); 2) a simplified model with no vertical correlations and a variance that
is the square of 10 % of the background ozone mixing ratio; 3) a hybrid solution that
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uses the vertical correlations from 1) and variances from 2). We examined the ozone
increments for these three matrices that resulted when the HIRS channel 9 brightness
temperature was reduced by 1 K. The Jacobian indicates the sensitivity of channel 9 to
changes in ozone and, encouragingly, all three matrices gave rise to ozone changes near
the peak of Jacobian. However, matrices 2) and 3) also produced ozone changes far away
from this peak, between 10 and 1 hPa, which is not desirable. For this reason, our initial
trials shall use matrix 1). These trials will start shortly.

Future Developments

After completion of the initial trials, the following further refinements to the assimilation
system will be added.

e Change the ozone background error covariances to include correlations with other
analysis variables. This may lead to improved analyses of both ozone and wind,
particularly in the upper troposphere and lower stratosphere.

o Add ozone observations from the SBUV instrument to the assimilation. These
observations will provide much more information about the vertical structure of
the stratospheric ozone field than HIRS observations can.

The system may eventually be used operationally if it can be demonstrated that
it has a positive impact on numerical weather forecasts. Other planned work includes
assimilating data from future satellite missions (such as the Atmospheric Infrared Sounder
(AIRS) and Envisat) and assessing their impact.
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Assimilation of cloud- and land-affected satellite sounding data at the
Data Assimilation Office

Joanna Joiner, Donald Frank, and Arlindo da Silva
NASA Goddard Space Flight Center Data Assimilation Office
(jjoiner @dao.gsfc.nasa.gov)

Satellit e data from pasgve microwave and infrared souncers consistently improve
forecasts and analyses in data assmil ation systems. However, most numericd weaher
prediction (NWP) centers use only asmall fradion d the data avail able from these
instruments. In particular, NWP centers often exclude data from infrared instruments,
which are dfeded by clouds more than are microwave sensors. Similarly, most NWP
centers omit data from land-aff eded channels.

Sensitive aeas for medium-range forecasts are frequently cloudy. Clouds affed ~80%
of infrared pixels from the Advanced TIROS Operational Verticd Soundcer (ATOVYS)
flying on NOAA wedaher satellit es. Conservative doud cetedion schemes may dedare
90% or more pixels as cloud-contaminated.

The next generation d infrared kil o-channel souncers off ers more information than
the aurrent ATOVS infrared soundng instrument. This next generation includes the
Atmospheric Infrared Sounder (AIRS), which will fly onthe NASA EOS Aqua satellite.
Our ahility to use land- and cloud-affeded data from these instruments may increase their
impad on forecasting cgpabiliti es.

Several methods exist for utili zing cloud-affeded datain adata assmil ation system.
These include (1) diredly assmil ating the doudy radiances and (2) assmil ating cloud
cleaed radiances. Dired assmilation d cloudy radiancesis very challenging, asit
requires reasonably acarate model-generated clouds and afast and acaurate radiative
transfer model. At the NASA Data Assmilation Office (DAO), we examined the | atter
approad.

Asdgmilating cloud-cleaed radiances invalves estimating the dea-column radiance
that would have been observed in the dsenceof cloud.We examined the dfedivenessof
this approadch using the DAO!s next-generation finite-volume Data Assmil ation (fvDAYS)
with a 1D variational radiance admilation scheme. This g/stem simultaneously performs
cloud-cleaing and retrieves information abou temperature, humidity, ozone, and surface
parameters including the surfaceskin temperature.

The fvDAS experimenta setup was at aresolution d 2° latitude x2.5°longitude
for the month of August 1999with a2 week spin-up. We conducted a series of
experiments using different ATOVS data: 1) DAO CC (includes cloud-cleared data) 2)
DAO CLR (clea dataonly) One mgjor caved isthat
the DAO experiments used the NOAA 15 satellit e with the Advanced Microwave
Soundng Unit (AMSU) whereas the NESDIS experiment did na.
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Figure 1 shows the spatial RM S of the bias and the standard deviation of the
radiosonde observed minus 6 hour forecast residuals for heights. Both the DAO CC and
DAO CLR have substantially less height bias. The DAO CC hasasmaller biasin height
in all regions except Asia (NE), where the type of radiosonde used has known
temperature bias. Improvementsin 5 day forecasts with DAO CC were also achieved.
Similar experiments were conducted with and without |and-affected channels. A positive
but smaller impact was shown on the 6-hour forecast heights.
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Figure 1. Spatial RMS of the bias (left) and standard deviation (right) of
radiosonde observed heights minus 6 hour forecast residuals averaged over
August 1999. Red: DAO CC; Blue: DAO CLR;
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BRED VECTORS, LYAPUNOV VECTORS, AND DATA ASSIMILATION
Eugenia Kalnay', Matteo Corazza'?, and Ming Cai'
'University of Maryland, College Park, MD 20742, ekalnay@atmos.umd.edu
2INFM- DIFI, Universita di Genova, 16146 Genova, Italy

Regional loss of predictability is usually an indication of the presence of a regional instability of the
underlying flow, where small errors in the initial conditions (or imperfections in the model) grow to large
amplitudes in finite times. The stability properties of evolving flows have been studied using Lyapunov
vectors (e.g., Alligood et al, 1996, Ott, 1993, Kalnay, 2002), singular vectors (e.g., Lorenz, 1965, Farrell,
1988, Molteni and Palmer, 1993), and, more recently, with bred vectors (e.g., Szunyogh et al, 1997, Cai et
al, 2002). Bred vectors (BVs) are, by construction, closely related to Lyapunov vectors (LVs). In fact, after an
infinitely long breeding time, and with the use of infinitesimal amplitudes, bred vectors are identical to
leading Lyapunov vectors. In practical applications, however, bred vectors are different from Lyapunov
vectors in two important ways: a) bred vectors are never globally orthogonalized and are intrinsically local in
space and time, and b) they are finite-amplitude, finite-time vectors. These two differences are very
significant in a dynamical system like the atmosphere whose size is very large. For example, there is "room"
in the atmosphere for several synoptic scale instabilities (e.g., storms) to develop independently in different
regions (say, North America and Australia), and there are several different possible types of instabilities
(such as barotropic, baroclinic, convective, and even Brownian motion), each of them characterized by finite
lifetimes. For such a large, complex system, the notion of waiting an infinite time to obtain a single globally
dominant Lyapunov vector does not seem to make physical sense.

Bred vectors share some of their properties with leading LVs (Corazza et al, 2001a, 2001b, Toth
and Kalnay, 1993, 1997, Cai et al, 2001): 1) Bred vectors are independent of the norm used to define the
size of the perturbation. Corazza et al. (2001) showed that bred vectors obtained using a potential enstrophy
norm were indistinguishable from bred vectors obtained using a streamfunction squared norm, in striking
contrast with singular vectors. 2) Bred vectors are independent of the length of the rescaling period as long
as the perturbations remain approximately linear (for example, for atmospheric models the interval for
rescaling could be varied between a single time step and 1-2 days without affecting qualitatively the
characteristics of the bred vectors).

However, the finite-amplitude, finite-time, and lack of orthogonalization properties of the BVs
introduce important differences with LVs:

1) In regions that undergo strong instabilities, the bred vectors tend to be locally dominated by

simple, low-dimensional structures. Patil et al (2001) showed that the BV-dim, Y(G,.0..0) =[Zkla,)2 Zk:a,z
i=1 i=1

where 0, are the square roots of the eigenvalues of the local BV covariance matrix, gives a good estimate

of the number of dominant directions (shapes) of the local k bred vectors. They showed that the regions with
low dimensionality cover about 20% of the atmosphere. They also found that these low-dimensionality
regions have a very well defined vertical structure, and a typical lifetime of 3-7 days. The low dimensionality
identifies regions where the instability of the basic flow has manifested itself in a low number of preferred
directions of perturbation growth.

2) Using a Quasi-Geostrophic simulation system of data assimilation developed by Morss (1999),
Corazza et al (2001a, b) found that bred vectors have structures that closely resemble the errors of the short
forecasts used as first guess (background errors), which in turn dominate the local analysis errors. This is
especially true in regions of low dimensionality, which is not surprising if these are unstable regions where
errors grow in preferred shapes.

3) The number of bred vectors needed to represent the unstable subspace in the QG system is
small (about 6-10). This was shown by computing the local BV-dim as a function of the number of
independent bred vectors. Convergence in the local dimension starts to occur at about 6 BVs, and is
essentially complete when the number of vectors is about 10-15 (Corazza et al, 2001a). This should be
contrasted with the results of Snyder and Joly (1998) and Palmer et al (1998) who showed that hundreds of
Lyapunov vectors with positive Lyapunov exponents are needed to represent the attractor of the system in
quasi-geostrophic models.

4) Since only a few bred vectors are needed, and background errors project strongly in the
subspace of bred vectors, Corazza et al (2001b) were able to develop cost-efficient methods to improve the
3D-Var data assimilation by adding to the background error covariance terms proportional to the outer
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product of the bred vectors, thus representing the "errors of the day". This approach led to a reduction of
analysis error variance of about 40% at very low cost.

5) The finite amplitude of the BVs provides a natural filter of fast but irrelevant instabilities due to
nonlinear stauration. As shown by Lorenz (1996) Lyapunov vectors (and singular vectors) of models
including these physical phenomena would be dominated by the fast but small amplitude instabilities, unless
they are explicitly excluded from the linearized models.

6) Every bred vector is qualitatively similar to the locally leading LV. LVs beyond the leading LV are
obtained by orthogonalization after each time step with respect to the previous LVs subspace. The
orthogonalization requires the introduction of a norm. Using an enstrophy norm, the successive LVs have
larger and larger horizontal scales, and a choice of a stream function norm would lead to successively
smaller scales in the LVs. Beyond the first few LVs, there is little qualitative similarity between the
background errors and the LVs.

In summary, in a system like the atmosphere with enough physical space for several independent
local instabilities, BVs and LVs share some properties but they also have significant differences. BV are
finite-amplitude, finite-time, and because they are not globally orthogonalized, they have local properties in
space. Bred vectors are akin to the leading LV, but bred vectors derived from different arbitrary initial
perturbations remain distinct from each other, instead of collapsing into a single leading vector, presumably
because the nonlinear terms and physical parameterizations introduce sufficient stochastic forcing to avoid
such convergence. As a result, there is no need for global orthogonalization, and the number of bred vectors
required to describe the natural instabilities in an atmospheric system (from a local point of view) is much
smaller than the number of Lyapunov vectors with positive Lyapunov exponents. The BVs are independent
of the norm, whereas the LVs beyond the first one do depend on the choice of norm: for example, they
become larger in scale with a vorticity norm, and smaller with a stream function norm.

These properties of BVs result in significant advantages for data assimilation and ensemble
forecasting for the atmosphere. Errors in the analysis have structures very similar to bred vectors, and it is
found that they project very strongly on the subspace of a few bred vectors. This is not true for either
Lyapunov vectors beyond the leading LVs, or for singular vectors unless they are constructed with a norm
based on the analysis error covariance matrix (or a bred vector covariance). The similarity between bred
vectors and analysis errors leads to the ability to include "errors of the day" in the background error
covariance and a significant improvement of the analysis beyond 3D-Var at a very low cost (Corazza et al,
2001b).
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A model to calculate the covariances of homogeneous
isotropic stochastic fields of forecast errors
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Application of the Kalman filter theory to the problem of meteorological data assimilation for the
present-day prognostic models is a task whose realization is difficult because of a high order of
covariance matrices occurring during this process. At the same time, the atmospheric dynamics is
described by particular prognostic equations whose characteristics are well investigated. Besides in
the turbulent theory the known analytical equations for structural functions of fields of temperature
and wind are received.

A simplified model for calculating the covariance matrices of homogeneous isotropic stochastic
fields of forecast errors is proposed in [4]. For a local covariance of forecast errors between two
specified points an analytical equation is obtained that is made by analogy with the derivation of
equations for the structural functions in the turbulent theory.

Let's name as an error of the forecast a deviation of forecast fields from "true", thus we shall
consider, that the errors of the forecast depend only on errors in the initial data. Let "true" state of an
atmosphere is described by the baroclinic adiabatic model of atmosphere for a region based on the
primitive equations, in (x,y, p) coordinate system [7].

The important feature of numerical algorithm of realization of the given model is the application of
idea of G.I. Marchuk of splitting of the dynamic operator of mathematical model on physical
processes. In this case at the first stage the system of the equations of advection of mass and
temperature along trajectories of motion and on second - system of the equations of adaptation of a
wind and geopotential fields are solved.

Let's consider system of the prognostic equations on a time interval (z,,¢,,,) . Let U= u(t, ),\: =v(t,).
Let's designate through du,0v,0t,0 z errors of the forecast of wind field (u,v,7) and geopotetial z,
accordingly. The equations for covariances of the forecast errors of a field du between two points
with coordinates a, =(x,,y,,p,) and a, =(x,,»,,p,) are obtained by analogy with the derivation
given in [6]:

odudu, o odudu, o odudu, I3V, +in odudu, N
ot ox, oy, 0ox,
5 odudu, —fmw 0dzou, ‘g 00z du; _ 0.
oy, ox, 0ox,

The equations for covariances of other fields are similar.
From the turbulent theory it is known, that the homogeneous isotropice field of wind velocity in an
incompressible fluid does not correlate with any scalar field [6].
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Hence, if we assume that stochastic fields of forecast errors are homogeneous and isotropic, the
terms with a gradient of geopotential in the equations for covariances are rejected.

If to follow idea of splitting of the dynamic operator of mathematical model on a step of advection
on trajectories and step of adaptation of the meteorological fields, at a stage of adaptation in the
appropriate equations the terms with a gradient of geopotential thus should be rejected, and so in
system of the equations of adaptation there are only terms with the Coriolis force.

The account of Coriolis force means turn of a vector of horizontal wind velocity U = (u,v), and, as

in homogeneous isotropic stochastic field all density of distribution by definition do not depend on
any turn, those terms with Coriolis force in system of the equations of adaptation should be rejected
too. Thus, dynamics of covariances of errors of the forecast, in case they are homogeneous and
isotropic, on a small time interval (z,,z,,,)1s described by model of advection of substation on

trajectories of particles.

The model developed is used to calculate the covariance of homogeneous isotropic stochastic fields

of forecast errors.

Such simplification does not lower essentially order of considered matrices, so the simplified model

was obtained under the following additional assumptions:

e the calculation of the forecast error covariances is carred out for the vertical normal modes of
the prognistic model;

e the calculation of the forecast error covariances is based on the assumption that the errors of
vertical normal modes do not correlate;

e the background fields of velocity components in the advection operator do not depend on
vertical coordinate p (i.e., the background flow is close to barotropic).

The main results are published in [1-5]. This work is supported by the Grant of the Government
Support for the Leading Scientific Schools N 00-15-98543 and the Integration Grant of SB RAS N
64.
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DATA ASSIMILATION AND WEATHER REGIMES
IN A THREE-LEVEL QUASI-GEOSTROPHIC MODEL

D. Kondrashov*, M. Ghil, K. Ide, University of California, Los Angeles,
and R. Todling, NASA, Goddard Space Flight Center.

1. INTRODUCTION

Extended-range weather prediction depends in a crucial way
on skill at forecasting the duration of a blocking event or
other persistent anomaly that is under way at initial forecast
time. The ability to forecast the subsequent onset of another
persistent anomaly —after the break of the current one—has
proven even more elusive.

To address this crucial problem, we study the application of
advanced data assimilation methods on predicting the
transitions between atmospheric weather regimes. Marshall
and Molteni’s (1993) three-level quasi-geostrophic (QG)
model in spherical geometry has been shown to have a fairly
realistic climatology and exhibit multiple regimes that bear
some resemblance to those found in observations. Using this
model, we study the transition mechanism between such
regimes.

2. CLUSTERING ANALYSIS

The dataset for analysis was obtained from an 18,000-day
perpetual-winter simulation of our QG model — whose three
levels are at 200 mb, 500 mb and 800 mb — on a T21 (64 x
34) grid. In order to examine the phase-space structure of
atmospheric dynamics in such a high-dimensional system, it
is necessary to reduce the dataset’s dimensionality. For this
purpose, we apply empirical orthogonal function (EOF)
analysis to the unfiltered 500-mb level streamfunction
anomalies in the Northern Hemisphere (NH), where the
gridded data points are weighted by the cosine of their
latitudes. The leading 10 EOFs are responsible for 47% of the
variance of the dataset, the first mode capturing 11%, and the
second 6%.

In order to objectively identify weather regimes in the QG
model simulation, we apply two independent clustering
techniques and compare the results (see Table 1 of Ghil and
Robertson 2001). One technique is the k-means algorithm
used by Michelangeli et al. (1995) and the other is the
Gaussian mixture model used by Smyth et al. (1999) for the
classification of NH weather regimes in observed geopotential
height fields.

For a given number d of leading EOFs, both techniques
provide the number of clusters £ and the cluster centroids in a
d-dimensional subspace of the model’s phase space. We want
each cluster to correspond to a weather regime of the QG
model's physical space. Therefore it is critical for our study to
optimize the classification into clusters over various
subspaces.

The classifiability index of the k-means algorithm measures
the stability of the cluster solutions as a function of &, across
different initial (random) seeds of the algorithm, based on the
correlation between the cluster centroids. The classifiability

index of the QG model simulation is very high for both k = 4
and k = 3. We thus conclude that the k-means algorithm alone
cannot identify the optimal clusters of the QG model

The Gaussian mixture model uses a linear combination of k
Gaussian density functions. Unlike the k-means algorithm,
each data point in the d-dimensional space can have a degree
of membership in several clusters, depending on its position
with respect to the centroid and the weight of a cluster (Smyth
et al. 1999).

According to the cross-validated log-likelihood criterion the
mixture model consistently gives k = 6, which is higher than
the values k = 3 or 4 obtained by the k-means algorithm.
Hannachi and O’Neill (2001) found that the Gaussian mixture
model tends to overfit the clusters when the distribution of the
data is not Gaussian. This is the case here, too. In fact, when
using either half of the entire dataset, the cross-validated log-
likelihood suggests a higher probability for k = 4 and 5 than
fork=6

Next, we compare the anomaly maps of the centroids
produced by the two methods (see, for instance, Table 2 in
Robertson and Ghil 1999).

15F-

0.5

EOF-2

1k

Fig.1: Probability density function of the QG model’s 500-mb
stream function field, as estimated by the mixture model for &
=4 and d = 5 and projected onto the plane spanned by EOF-1
and EOF-2.

To do so, we compute the pattern correlation coefficients of
the cluster centroids in physical space for pairs of visually
similar streamfunction anomaly maps produced by the two
clustering techniques and compare the results for different
values of k. We obtain the maps that correspond to the cluster
centroids in the d-dimensional subspace by computing the
EOF expansion of the 500-mb streamfunction field, i.e. the
QG model’s second level, truncated at d = 10.

The best agreement was found between the two methods for
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k = 4 for all values of d. We conclude, therefore, that k = 4
yields the optimal set of clusters for our QG model. The 500-
mb streamfunction anomaly maps obtained by the k-means
method for the cluster centroids shown in Figure 1 are plotted
in Figure 2.

Fig. 2: Streamfunction anomaly maps of cluster centroids
obtained by the k-means algorithm, for d = 5 and k = 4. Land
masses are shaded.

Each of the regimes in Figure 2 represents one of the opposite
phases of two spatial patterns. Clusters ¢ and d capture the
two extreme phases of the North-Atlantic Oscillation (NAO),
while their patterns outside the Atlantic sector complete a NH
wavenumber-three pattern. Clusters a and b have a central
feature that extends over the whole Arctic and is rather
zonally symmetric, with a substantial wavenumber-four
component. It thus has certain features in common with the
Arctic Oscillation (Thompson and Wallace 1998) and with
Mo and Ghil’s (1988) North-South seesaw. We denote these

four regimes by AO™ (panel ), AO™ (panel b), NAO™ (panel
¢) and NAO™ (panel d).

3.  PREFERRED TRANSITIONS

Using the clustering results for k = 4, the Markov chain of
transitions between the four regimes is obtained. In the d-
dimensional space, each weather regime is defined by the
ellipsoid of covariance around the centroid, whose semi-axes
equal the corresponding eigenvalues, as shown in Figure 1. A
data point is assigned to a weather regime if it lies within the
corresponding ellipsoid. If a data point belongs to several
ellipsoids, we assign it according to the maximum probability
value.

The preferred transition paths between the four regimes are
shown in the Table 1.

Aot AO~ NAO™ NAO™
AO+ 0.24 0.01 0.34 0.40
AO- 0.02 0.51 0.07 0.39
NAO* | 049 0.06 0.25 0.21
NAO- | 0-40 0.17 0.22 0.21

Table 1: Transition probabilities estimated using mixture
models regimes for d=5; transitions that are significant at 95%
are in bold (Vautard et al. 1990).

Three of the four regimes have highly statistically significant
reinjection rates. Aside from these bold diagonal entries in the
table, we note that a strong preferential path leads from both

the zonal sectorial regime NAO™ and the blocked NAO™ to
the high-index hemispheric regime AO™, as well as from the
NAO™ to the low-index AO ™. The opposite transitions from

AO* to NAO* and NAO™, and from AO™ to NAO™ are also
highly significant. A preferential cycle connects, moreover,

the sectorially blocked and zonal regimes NAO™ to NAO™
and back. The hemispheric regimes AO~ and AO™, however,
are not directly connected to each other. This is because AO™

and AOT are separated by NAO  and NAO' in the
probability density function (Fig. 1).

4. DATA ASSIMILATION USING PSAS

We use NASA Goddard’s Physical-Space Statistical System
(PSAS; Cohn et al. 1998) data assimilation framework to
carry out identical-twin experiments with our QG model. The
purpose of these experiments is to clarify the physical
mechanisms of the regime transitions captured in Table 1.

Synthetic observations are simulated to correspond to both
conventional and satellite networks. Their effects on
pinpointing the transitions between regimes and capturing
their causal mechanisms are evaluated. Implications of
observing system design on extended-range prediction in the
model are discussed.

More complete version of this communication can be found at
http://www.atmos.ucla.edu/tcd/MG/mg_ref preprints.html .
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Case Studies of the Impact of Scatterometer Winds
on the Analysis and Forecasting of Tropical Cyclones
using a Non-hydrostatic Model

C.C. Lam and Edwin S.T. Lai
Hong Kong Observatory, Hong Kong, China
nwp@hko.gov.hk

Experiments to study the impact of scatterometer winds on forecasting tropical
cyclones were carried out using the Advanced Regional Prediction System (ARPS), a
non-hydrostatic modelling system originally developed by the Center for Analysis and
Prediction of Storms in the United States (Xue et al., 2000). Data were assimilated using the
Bratseth method of successive correction type (Brewster, 1996). Besides conventional and
QuikSCAT data, local observations from radar, automatic weather stations and wind profilers
were also ingested. The model was run at 6-km resolution in the inner domain and was
one-way nested to the outer 30-km model; both were set up with 40 vertical levels.

Tropical cyclones Utor (0104) and Yutu (0107) over the South China Sea in 2001
were used as test cases. The radii of strong, gale or storm force winds in different quadrants
were objectively derived from the model’s analyzed and predicted surface wind fields. In
the case of Utor, the inclusion of QuikSCAT data produced a much more realistic distribution
of high winds in the model analysis, particularly in the depiction of gale force winds over the
northwestern quadrant of the cyclone circulation (Fig. 1). The onset of northwesterly gales
in Hong Kong later that evening was consistent with the analysis containing QuikSCAT
information. In the case of Yutu, unreliable QuikSCAT data in the proximity of land could
have led to the displacement of the analyzed cyclone centre from its best track position prior
to Yutu’s landfall. This shows that rigorous quality control of QuikSCAT data is essential,
especially when cyclones approach the coastal region.

Effects of tropical cyclone bogus data on the initial vortex representation in the
presence of QuikSCAT data were also examined. The resultant analyses were quite sensitive
to the inclusion of bogus data in some cases; e.g. the location and the strength of maximum
winds showed significant differences in the analysis of Utor on the morning of 5 July 2001
(Fig. 2). It poses the question of whether or not bogus data should be dispensed with as
more frequent and wider coverage of scatterometer wind data become available in the future.

Although improvement in surface wind distribution was found in the model analysis
with the ingestion of QuikSCAT wind data, no significant difference was observed in the
model forecasts more than a few hours ahead. For a more effective application of
scatterometer winds in the model prediction of tropical cyclones, incorporation of retrieved
sea surface pressure data into the model analysis will be explored.
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the daily positions at 00 UTC.
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Developmentsin the M et Office 3DVar Scheme
for the UK M esoscale M odel
by
B. Macpherson, S. A. Harcourt, N. B. Ingleby, R.J. Renshaw,
A.J. Maycock, B.V. Chalcraft, S. Anderson, M. Sharpe, C. A. Parrett
NWP Division, Met Office, Bracknell, UK. (email: bruce.macpherson@metoffice.com)

Since its operational implementation in October 1999, described by Andrews et a. (2000), the Met Office
Mesoscale 3DVar scheme (Mes 3DV ar) has undergone two main upgrades. The first was implemented
in June 2000, the second in February 2001.

Of the numerous ingredients in the June 2000 package, the most significant was an improved
representation of forecast error covariances. The covariance statistics are based on summer and winter
data, instead of just winter data, as previously. They use ‘Rotated Kinetic Energy Vertical Modes’, which
replaced unrotated streamfunction and velocity potential vertical modes. This resulted in sharper vertical
wind correlations in better agreement with observation. An error in the horizontal spectrum was corrected,
which gave unrealistically short horizontal scales, especially in the upper-air. Horizontal scales for wind
and temperature were increased further, based on analysis of forecast difference statistics. The
streamfunction and velocity potential variances were scaled to give a less divergent wind increment, which
should be retained better by the model. Other ingredients included improved observation processing of
surface pressure, as already implemented in the global model, and restored use of hourly synops, taking
advantage of the availability of time interpolated model background values.

A trial of this package showed a systematic slight improvement in precipitation forecasts at each threshold
and forecast time up to t+24 (Figure 1).

The February 2001 package had several components: introduction of a soil temperature increment,
assimilation of selected wind profiler data and assimilation of higher density Meteosat wind data. The soil
temperature increment is equal to the atmospheric temperature increment at the lowest model level. Itis
added to the surface temperature, T, and the top deep soil temperature level. Objective verification showed
a systematic improvement in screen temperature forecasts up to t+24 (Figure 2). Screen relative humidity
errors were also reduced.

Wind profiler data is thinned in time to one report per hour. Monitoring statistics have guided the data
selection. The Aberystwyth profiler (03501) is used above 700hPa. The 4 UK boundary layer profilers
at Aber (03500), Camborne (03807), Dunkeswell (03840) and Wattisham (03591) are used below 500
hPa. The Swedish weather radar VAD profiler at Leksand (02430) is used below 500 hPa, along with the
profilers at Cabauw (06348), Basel (06601) and La Ferte Vidame (07112, above 700 hPa). For quality
control, the initial probability of gross error, PGE = 0.05 generally, but is higher (0.1) for La Ferte Vidame
and Basel.

Higher density Meteosat wind data have replaced low resolution 6-hourly NESDIS SATOB satellite
winds. The EUMETSAT data are available every 90 minutes. Coverage after quality control is improved
from ~20 to 100+ data per run, including more in the Biscay area. Most of the extra data are in the 100-
400hPa band.
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Incremental Digital-Filtering Initialization of GME in Vertical M ode Space

D. Majewski and W. Wergen, Deutscher Wetterdienst, 63067 Offenbach, Germany
detlev.majewski@dwd.de and werner.wergen@dwd.de

Since October 4, 1999 an incremental digital filtering initialization (IDFI, Lynch, 1997) is applied
during the data assimilation of the operational icosahedral-hexagonal grid point model GME
(Majewski et al., 2002). The IDFI should only work on the analysis increments, thus the balanced
first guess of the model should not be altered at all but IDFI should modify the analysed fields
only in those regions where observations have disrupted this balance.

The IDFI consists of the following three steps

e A DFI (Digital Filtering Initialization) is performed on the 6-hour first guess fields
— (FG)pgr. The DFI consists of a 3-h adiabatic backward integration of GME, followed by a
3-h diabatic forward one.

e A DFIis performed on the analysed fields — (ANA)p = (FG)prr + (INCR)pg, where INCR
is the analysis increment. In regions without any observations the analysis increment van-
ishes.

* The incrementally initialized analysis is defined as (ANA)ppr; = FG + (ANA)pr - (FG)ppr =
FG + (INCR)ppr.

Thus in regions without observations the balanced FG of GME should not be altered.

But even though IDFI is quite effective in removing the initial noise from the forecast, the impact
of the initialization on the analysed fields seems to be unreasonably large in some data sparse ar-
eas like the oceanic boundary layer or the free atmosphere in convectively unstable situations.
The modification of the analysed fields by the IDFI in these regions are mostly due to physical
processes like turbulence or convection in the 3-h diabatic forward step of the filtering procedure.
If data lead to a modified vertical stability compared to the first guess fields, convective and tur-
bulent processes may be different between the steps (FG)pr and (ANA)pg. Thus (INCR)pg =
(ANA)p - (FG)pr will not only reflect the changes of the analysis which are necessary to control
noise in the forecast but also changes due to the adaptation of the model atmosphere to the modi-
fied stratification.

To further restrict the impact of IDFI on the analysed fields to noise control alone, the filtering,
i.e. the steps (ANA)pr and (FG)pg is performed in vertical mode space. Only the external mode
plus the first nine internal ones are filtered, all higher internal modes which represent e.g. bound-
ary layer processes are taken unchanged from the analysed values. Moreover, relative humidity
and cloud liquid water are reset to their analysed values, too, to reduce the impact of IDFI on the
hydrological cycle. This modified IDFI scheme has the same properties regarding noise control as
the original one but the impact on fields like temperature at 850 hPa and low level winds (Fig. 1
a, b, ¢ and d) is smaller. Since June 12, 2001 the IDFI in vertical mode space is used operation-
ally.

Lynch, P., 1997: The Dolph-Chebyshev window: A simple optimal filter. Mon. Wea. Rev., 125,
655-660.

Majewski, D., D. Liermann, P. Prohl, B. Ritter, M. Buchhold, T. Hanisch, G. Paul, W. Wergen
and J. Baumgardner, 2002: The operational global icosahedral-hexagonal grid point model GME:
Description and high resolution tests. Mon. Wea. Rev., to appear.
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Evaluating data inter polation in moving spar se noisy data to a uniform grid
Soumo Mukherjee*t, Daniel Cayat, René Lapriset

1. TheProblem

The Canadian Regional Climate Model (CRCM)
(Caya and Laprise, 1999) is routinely used to provide
regional climate change projections. In order to assess
the quality of CRCM, simulations run in the past must
be compared with observational data.

However, observations contain error, and the
observational network is distributed inhomogeneousdly.
In Canada the observational network is densest towards
the South (near population centres), whereas model
output is homogeneously distributed on a 45km X 45km
grid, leaving open the question, how can a fair
comparison be made?

We propose to use a multi-variate, noisy-data
interpolator to grid the observational network. However
before doing so, the performance of the interpolator
itself must be appropriately understood. Thus in the
present experiment, we take CRCM screen temperature
over the Quebec Region and choose noisy data subsets
(simulating observational networks), trying to reproduce
the original field using our interpolator.

2. Methodology

a. Themodel

ANUSPLIN, developed at the Australian National
University makes use of thin-plate smoothing splines to
minimize noise, thus creating smooth fields (for a more
complete description, see Hutchinson, 1997). Clearly,
maintaining smooth fields comes a the cost of
preserving data-fidelity. Through minimization of the
appropriate penalty function, ANUSPLIN finds the
optimal balance between exact data interpolation
(keeping loyal to the data, leaving rough fields) and
regression (producing a smooth, less loyal field),
objectively.

b. The data

Presented here (Figure 1) is screen temperature (ST)
produced over the Quebec region from top left (70°W,
66°N) to bottom right (70°W, 40°N), on July 1%, 1978
using the CRCM. This dataset was thinned by leaving
only every N™ row and column (termed NxN). Another
subset (STN) corresponding to actual observational
stations present in Canada at the time, was used. The full
(1x1) dataset was adso sullied with random
(uncorrelated) noise at the 2, 5, 10, and 20% (of the
maximum field range ~25°C) levels (corresponding to
~10.5, 1, 2.5, 5°C). Atthese noise levels, the thinning

*Corresponding author address: Soumo M ukherjee,
Sc. Terre-Atmosph., UQAM Salle PK-6435, B.P.
8888, Succ. “A”, Montreal QC, Canada H3C 3P8.
e-mail: soumo@sca.ugam.ca

TUniversité du Québec a Montréal
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Figure 1. Summer Screen Temperature over Quebec
with superimposed STN mask (black dots)

procedure was then used to obtain noisy data subsets.

The experiment was then to interpolate from the
NxN sparse fields to the original (dense) grid in order to
determine the effect of selection (sparseness) as the
fields deteriorate. Similarly the performance of
ANUSPLIN was ascertained in the face of noise. Finally
the noisy sparse sets were used to simulate an
observational network where both effects were present.

c. Diagnostics

Principal diagnostics include difference maps
depicting the difference between the fitted field and the
original set, with the lighter colours depicting over-
estimation and the darker, under-estimation.

The variance estimate, 6> (not shown), is the sum-
of-squares of the fitted residuals, and represents the
common data error. The model standard error, o,/ (also
not shown), represents the distributed Bayesian error-of-
fit esimate. The prediction standard error, o,
represents the total error, as contributed to by both of

these errors:
Gp:(GmZ +02)]JZ (2).

Hence this is the distributed error we could expect to
calculate from our model given a certain data set.

3. Results

Once the origina field is removed from the
interpolated field with relatively high level of noise
(10% or £2.5°C) and sampled with few data points (4%
of the original set), we can see that the interpolator
performs well (Figure 2) with 60% of the difference
over land within £1°C (if we include water, this drops to
50% over the whole domain). Approaching the
coastline, values are underestimated, as over-smoothing

I T[] |
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occurs in order to lessen the gradient. Reaching the
water the opposite is true for the same reason. The effect
of the land-sea interface is reduced in the St. Lawrence
as it is interior to the domain. In the Hudson, Ungava,
and James Bays, as well as Hudson Strait, and the
Labrador Sea, there is less data on at least one side
(domain border), so over-estimation occurs in accord
with the rest of the domain (higher temperature).
The prediction standard error (equation 1) risesto

+3°C at noise level 10% and 5x5 data subset, but

42N

Figure 2. Difference of interpolated field (10% noise,
5x5 dataset ) from original field (fig.1)

remains as low as just over +1°C for no noise, 2x2
subsets, or using all data and noise levels less than 5%
(not shown). Shown (Figure 3), are the op for all cases
with NxN subsets along the horizontal, and noise
increasing vertically).
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Figure 3. Prediction standard error composites

Interpolation from the realistic, scattered

stations (see Figure 1 for distribution) is poor over
water but good on land. The difference (interpolate
less original field) map (Figure 4) shows arange that
is greater by 2°C than that of the difference field of

the 5x5 subset with 10% noise (Figure 2). The range
is also shifted upwards (indicating overestimation)
because the stations are mostly located on land, so
values over water are under-represented. This is
seen in over-estimated values upwards of 15°C in
Hudson Bay. However, 57% of the tota area is
within £1°C, due to better interpolation over land.
Indeed, this is comparable to fields somewhere in
the range of 2-5% noise for the 5x5 subset, or 5-10%
noise for the denser 3x3 and 4x4 subsets.

ANNNENEN

Figure 4. Difference of interpolated field (STN)
from original

4. Conclusions

Problems occur mainly in regions of sharp
change between land and water near the boundaries
where the gradient can be as high as 8°C/100km.
However, in the St. Lawrence for example, these
steep (10°C/100km) gradients do not pose a problem
as they are sufficiently interior (hence more
anisotropically surrounded by data). Irregularly
distributed data leads to exceedingly poor sampling
in data-sparse regions, with better results over land.

Further work is being done to ascertain the
effect of inclusion of the boundary, extra stations, as

well as field continuity (precipitation, seasons,
climatologies), and spatia distribution (non-
homogeneous sets).
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CONSTRUCTION OF MULTIDIMENSIONAL BASIS VECTORS
FOR ANALYSIS AND PROGNOSIS
V. Penenko and E. Tsvetova
Institute of Computational Mathematics and Mathematical Geophysics SD RAS, Novosibirsk
e-mailPenenko@sscc.rtsvet@OMMFAQ.sscc.ru

A new approach to construction of atmospheric circulation scenarios for making ecological
predictions and planning is proposed. It is based on a combined use of hydrodynamic models and ar-
chived data on climate. The problem of long-term prediction of hydrodynamic background for eco-
logical studies and planning has no unique solution until now. Its specificity is in the fact that the
characteristic lifetime of the already existing and designed objects as the sources of anthropogenic im-
pact on the climate system are, as a rule, much longer than the characteristic intervals of predictability
of the current hydrodynamic models. This means that it is preferable to make use of the scenario ap-
proach in solving such problems. In construction of scenarios, both mathematical models and meas-
urement data are generally used. It is clear that scenarios for ecological prediction should reflect actual
situations on the climatic scale.

In the proposed technique, the set of scenarios is constructed. The technique is based on the
combination of the methods of four system levels, namely, the method of factor analysis, methods of
studying the sensitivity of models and functionals, methods of direct and inverse modeling with as-
similation of actual data. The basic vectors and the corresponding phase subspaces are the key ele-
ments of the constructions.

Identification of the main factors that govern the behavior of the climate system fills a highly
important place in the methodology of formation of scenarios and analysis of the results obtained by
modeling. In terms of the main factors, it is possible to identify the manifestation of the climate system
response to anthropogenic impact.

Following the ideas of factor analysis [1,2], the calculation of the orthogonal basis functions is
made by the formulas

pr=;(aﬁp/}\p)¢ﬁ, p=1ms<n. 1)

Here {(ﬁﬁ B :ﬁ} is the initial set of normalized vectors of the state functions. The components of

the latter are centered about their mean valuejké, are the eigenvalues ordered in diminution, and
ép :{aﬁp; p, B :]71} are the corresponding eigenvectorsnefn  Gram'’s matrix that is built on

the initial set {%}. The vectors {pr} and {dSB} are of the same block structure of the type:

(#1210, (00, k=1 K, I 21N (N21),%= (¢, %, %) (11, 0D, @)
Here N is the number of different, in physical sense, componem'fs; is the discrete analog of the

space-time domainD, . The structure of the grid ith andK,N are prescribed as input pa-

rameters. The values &€ and N may be as great as it is required. The state functions of the climatic
system, such as geopotential, temperature, the components of the velocity vector and others, the ad-
joint functions that correspond to them, sensitivity functions of the model may be included into the
number of the vector's components. The union of the divers information and the choice of the inner
product for the construction of the Gram’s matrix are made with the help of variational principle and
energetic functional of integral identity for the basic model of the processes.

The eigenvalue problem for Gram’s matrix is solved under conditions

A = N a2 =max, p=1,n. 3

app
The maximums are sought on the set of values of the Fourier coefficients of the initial {(&E}ors

decomposition with respect to the vectors of the sought{ll?qéis It is done by successive exhaus-
tion process of subspaces beginning with the dimensitm 1.
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The basis (1) and phase subspaces are derived to study the variability of the climatic system
dynamics [3]. That is why the parameter is taken equal to the number of years in Reanalysis data

base [4]. The time interval th is accepted as long as 1 month with daily behavior in 12 hours. The

resolution in horizontal directionx;, x,) of the global system, is taken 35" X 2,5° in spherical

coordinates. The number of vertical levels is prescribed as a parameter, from 1 to 20. The parameter
N is taken in dependence on the goal of the study as well. The month interval is a compromise be-
tween the informative quality and the amount of calculations. Thus, the set of 12 monthly basis
vectors is produced from 40-year Reanalysis data (1960-1999). It is used to discover the main factors
and analyze the multi-year atmospheric dynamics and quality of the atmosphere.

February 15
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In Fig. the fragment of the first month main factor (FMMF) of the geopotential at 500 mb
corresponding February 15, 00.00 is demonstrated. The space-time behavior of the FMMF shows not
many almost stationary extrema areas that can be interpreted as energy active zones.

Taking into account the constructions mentioned above, a new type of geophysical hydrody-
namics models has been introduced. It can be called the model with “guide”. In such models, long
time-space observations and the bases of the type (1) are used to form the special phase spaces, the
so-called “guides”. The models of hydrodynamics and pollutant transport are used here as interpo-
lants which assimilate the elements of the guiding phase space under the given optimal criteria. The
fields of application of such models are: reconstruction of the state functions from the current moni-
toring data in real time, diagnosis of the processes, formation of scenarios for ecological forecast and
design, etc. The principle advantage of the approach is the fact that predictability is no longer crucial
for it because the method is based on the use of the model and observed data.

This work is supported by the European Commission (ICA2-CT-2000-10024), the RFBR (00-
15-98543, 01-05-65313) and SD RAS (00-56, 00-64, 00-73).
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VARIATIONAL FAST DATA ASSIMILATION ALGORITHMS

Vladimir Penenko and Elena Tsvetova
Institute of Computational Mathematics and Mathematical Geophysics SD RAS
Novosibirsk, Russia
e-mailpenenko@sscc.rtsvet@OMMFEAQO.sscc.ru

The fast data assimilation (FDA) algorithms are proposed to study the atmospheric, oceanic and
environmental problems. They are based on a variational principle. The numerical schemes are obtained
from thelocal optimum conditions for objective functionals in the framework of splitting technique that is
used for the construction of the discrete form of the model of processes.

Let’s take a mathematical model and a set of measured data

B%—‘tﬁ+G(¢,\?)—f—r‘:O, (1)

G, =[H@), +7, @
where@ O (D, ) is the state functiony O R( D, ) is the vector of model parameter§(¢,Y) is a space

—

operator of the modelf is a source termi;,/] are the terms describing uncertainties and errors of the
model and data‘,IJm is a set of measured datd(¢ is p model describing association between the state
function and measured quantities, operafidp denotes transfer to the measurement locatiokb, )

is the space of the state functiofD,) is the space of admissible parameter values. The model (1) is
supposed to be defined on the space-time dorbBair D x[0,f]. D is the domain with space coordi-

natesX; [0,t] is the time interval. The set of measurements is given on the subdBfidihD, .

The problem considered can be solved with the help of variational approach and splitting technique.
The extended quality functional is introduced in the form

$"(8) =051~ a) (T M) +a M) |+ [1 76, ¥. 8] @

where M, (i :],_2) are weight matriced) <a <1 is a weight coefficient, indice§,h denote transposi-
tion and discrete analog,

|(¢,V,¢D):IE(B‘Z_T+G(¢,\7)— f—F),¢ E@Ddt:O (5)

is the variational form of the model (/1] 0 (D,) is the co-state function, that is generalized La-

grange multiplier. In this case, the model (1) plays the role of restriction to the state function and ex-
presses the connection between model parameters and the state functions. The inner product in (5) is de-
fined from the form of the functional of the energy balance of the system. The first bracket in (4) is the
discrepancy functionals for the model of measurements and model of processes.

Three basic methods of data assimilation can be derived from the variational principle for (1)-(4).
They are the assimilation with adjoint functions, the procedure of the Kalman-Bucy filtering and FDA.
They are equivalent in accuracy but different in realization and hence in their efficiencies.

It is reasonable to design FDA using the properties of splitting technique and the conditions of lo-
cal minimum of goal functionals (4). In fact, to estimate the state function, one can originate from the
conditions of successive minimization of the functional that expresses the amount of uncertainties of the

model and data. In other words, if uncertainties of the model within the time ir{tt%r_yailj] are con-
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centrated at the last stage of splitting scheme, giving the solution for the momelatta assimilation can

be successively combined with realization of this particular stage, leaving the rest stages without
changes.

The computational scheme of such approach can be obtained with the help of stationary condi-
tions for the goal functional (4) with respect to the grid components of the state function just on the inte-

ger time step$; . In short, this is the idea of fast data assimilation. It should be mentioned that the whole

family of fast data assimilation procedures can be derived in the frames of the approach. The form of the
particular algorithm depends on the version of splitting scheme and approximations of the functionals

(4)-(5). The case when the griﬁ)th is built in such a way that elements of the Bét, which is the

measurements’ support, coincide with the grid point@bf admits the simplest realization. Thus, nu-

merical model with successive data assimilation is realized by the splitting scheme, the last stage of which
being modified.
The discrete analog of (4) can be written in the form

J _ . 0
®"(#)=050% (L-a)A"M,7), +a(FTM,r) JDth )Atg+

=1
K—

J Ao K0 kN k0 - A KN
ZE\Z% g Hw%x@zf ”EL(HF)’J.H o
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wherek is the number of the stage,is the amount of fractional stage8, is implicit linearized ap-

proximation of split part of the model operafBy, (#.Y), G (¢,Y)= ;Gk@,\?), 0, p is Kro-

necker-delta. The inner products in (6) are taken over space domains. The second line in (6) is the ap-
proximation of integral identity (5) for the model (1) in terms of splitting technique.
The fast assimilation algorithm can be derived now from the minimum conditions for the modified

functional (6) with respect to the components of the state fundfidris the node points of the grid do-

main Dth. The modification is to exclude the functiafisi’, ¢ from (6) with the help of the discrete
analog of (2) and the splitting scheme for the model (1). The splitting scheme is obtained by means of the
stationary conditions for the functional (6) with respect to the variations of grid componéts of

Omitting intermediate transformations, let us write the system of equations of the last split stage for
calculation of the state functiogis’ with the use of observed da

a(E+DtA) M ((E+AtA ) At )+ @-a)ad ™M, (Fs) -1 )=0. )

Here H is the linearized operator of measurement model (2).

As the starting point of our considerations is (4) , we have a possibility to design (6) in such a way
that all operators in the splitting schemes, including (7), are realized with the help of simple and efficient
direct ( non-iterative) numerical algorithms. Parameteis used to control the assimilation procedure. If
a =1, the model ignores measured data, aral if- £ , the data are predominate in the calculation of

the state functions. Her® is of a small positive value. The contribution of each element is defined in de-
pendence on the degree of reliance to this component. The observed data are involved in modeling pro-
cess as soon as new information becomes available. The accuracy of the algorithm is defined by that of the
functionals’ approximation in (4) - (6).

This work is supported by the European Commission (ICA2-CT-2000-10024), the RFBR (00-15-
98543, 01-05-65313) and SD RAS (00-56, 00-64, 00-73).
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Simplified Initialization

Yury A. Pichugin
Voeikov Main Geophysical Observatory, St. Petersburg, Russia
pichugin@JP4974.spb.edu

The procedure of initialization usually used in hydrodynamic forecasts apparently is
excessively complicated. Obviously, this procedure can be simplified sparing a time of calculations
and ensuring a necessary result.

N
The initializated field X* can be obtained using the formula X* = Z h.X;, where the
i==N

values h; (i= —N,...,N) are coefficients of a digital filter, X;= X(t;+iAt) (i= —N,...,N), to is an initial
instant, At is a time step. The time series X; (i= —N,...,—1) is obtained by adiabatically integration
backward from X or by diabatically integration forward from X_y. (Huang and Lynch, 1993).
Using a symmetric digital filter, for example h; = h.; = (0.5+0.5cos(Tu/(N+1))(N+1)"
(i=1,...,N), he=(N+1)" (Jenkins and Watts, 1968), we can obtain the initializated field by the

N
formula X* = heX, + z 2h;X;, where the time series X; (i=1,...,N) is the result of diabatically
i=1

integration forward from X,. Obviously, the result of this filtration is determined only by
magnitudes of the time interval NAt and the time step of integration At.

Note also that there are no essential arguments to use recursive filters (Lynch, 1993)
invented for the purposes of radio engineering, where the filtration of a signal is carried out
simultaneously with reception.
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ASSIMILATION EXPERIMENTS WITH GPS/MET REFRACTIVITY

Paul Poli* and Joanna Joiner
NASA Goddard Data Assimilation Office, * also at Météo France
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The Global Positioning System (GPS) represents a free source of stable electro-
magnetic L-band signals available for radio occultation purposes around our planet
[Kursinski et al., 1997]. The proof-of-concept GPS/MET experiment has collected
observations of atmospheric refractivity in 1995-1997. These observations have been
combined with a 6-hour forecast background in a one dimensional variational analy-
sis (IDVAR) to yield profiles of atmospheric temperature and humidity [Poli et al.,
2001]. Comparisons with close radiosondes have shown that the IDVAR retrieved pro-
files of temperature present smaller bias and standard deviation than the background
information.

In order to perform an impact study of the GPS/MET refractivity data on a
global circulation model, we use the Data Assimilation Office (DAO) state-of-the-art
Finite Volume Data Assimilation System (FVDAS). The FVDAS is used to assimilate
GPS/MET observations via the IDVAR analysis.

The setup of the assimilation experiment is as follows. We use GPS/MET refrac-
tivity data from June 21st to July 4th, 1995 to perform GPS 1DVAR analyses using
the latest available 6-hour forecast background. The GPS temperature retrievals are
then assimilated like the other observation types (radiosondes, TOVS interactive re-
trievals) in the FVDAS using the Physical-space Statistical Analysis System (PSAS).
The aim is to improve the analyzed state of the atmosphere before issuing the next
6-hour forecast. The run of the FVDAS for the two-week time period with this setup
constitutes the assimilation experiment ‘GPS’. As a comparison, we also ran one
experiment without assimilating the GPS data (‘CONTROL’).

We then compare the results of the two runs ‘CONTROL’ and ‘GPS’ for the
two-week time period. One way to assess the impact of the GPS observations is to
look at differences between 6-hour forecasts and conventional observations. Smaller
differences indicate that the GPS/MET observations help the forecast fit with inde-
pendent observations. Figure 1 shows the standard deviation of such differences for
the meridional wind measured by radiosondes in the Southern hemisphere. The ‘GPS’
run presents smaller differences than the ‘CONTROL’ run in the upper troposphere-
lower stratosphere.

Another way to evaluate the impact of the GPS observations is to issue five-day
forecasts from two different initial states. Looking at several days we find mixed
results. Clearly, we need more GPS observations to fully assess the impact of the
GPS refractivity on 5-day forecasts.

The assimilation experiments presented here used a limited number of observations
(total of 797 profiles for a two-week time period). Current GPS missions (Champ,
SAC-C) collect larger amounts of observations and we look forward to performing
similar studies with these datasets.
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Figure 1: Standard deviation of differences between 6-hour forecast meridional wind
and radiosonde observations, Southern hemisphere. Solid curve is ‘CONTROL’, line
with dashes is ‘GPS’.
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The Air Force Research Laboratory is leading a multi-year effort to develop an
updated version of the National Center for Atmospheric Research/Penn State University
Fifth Generation Mesoscale Model (MMS5) four-dimensional variational analysis
(4DVAR) system. The main objective of this update is to optimize the code to run on
distributed memory computers with the goal of achieving substantial speedup in wall-
clock time processing and allowing mesoscale 4DV AR to enter the realm of operational
forecasting. The previous version of the MM5 4DVAR system (Zou et al. 1997 [4]) is
coded for single processor computer architectures and its non-linear, tangent-linear, and
adjoint components are based on version 1 of MM5. To achieve the project goal, two
major steps need to be accomplished. First, a version of an MM5 4DVAR based on
version 3 of the model has to be created. The reason for this is to be able to take
advantage of the existing parallelization mechanisms (Michalakes 2000 [2]) already in
place for the version 3 non-linear model. The second step is to then install the parallel
code architecture into the 4DV AR system’s tangent-linear and adjoint components.

The first step has been completed. A complete 4DVAR system based on
MMS5v3.4 has been developed and tested. The tangent-linear and adjoint components
were developed using the Tangent Linear and Adjoint Model Compiler (TAMC)
automatic adjoint code generator. TAMC (Giering and Kaminski 1998 [1]) is a source-
to-source translator that generates FORTRAN code for the tangent-linear model or
adjoint from the FORTRAN code of the non-linear model. It is possible to incorporate
the TAMC as part of the model compilation process, requiring the maintenance of just
the non-linear model code. However in this project, TAMC is used as a development
tool only. This results in separately maintained tangent-linear model and adjoint versions
of the code. This approach makes it possible to minimize changes to the MMS5 non-linear
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model code as supported by the National Center for Atmospheric Research but does
require a mixture of manual and automatic code generation. Modules of the tangent-
linear model and adjoint were created and tested individually. Unit testing was done by
finite differencing comparisons with the non-linear model for the tangent-linear model
and direct comparisons with the tangent-linear model for the adjoint. When all modules
were assembled, a final unit integration test was carried out for both the tangent-linear
model and adjoint. Additional testing was carried out by comparing the results from the
v3 MMS5 4DVAR with those from the vl MMS5 4DVAR.

The new MM5 4DVAR system contains most of the limited set of physics
packages that are in MM5v1 based 4DVAR system. In particular, there are tangent-
linear model and adjoint routines for bulk boundary layer processes, convection, and
explicit, grid-scale precipitation. Additional physics options planned will be added as
well as the tropical cyclone bogussing scheme of Zou and Xiao (2000 [3]).

Work on parallelizing the 4DVAR code for distributed memory computers is on
going. The non-linear model, which is MM5v3.4, is already structured to run on
distributed memory computers. Parallel code architecture for the tangent-linear model
has been installed and tested. Using a problem with 84 x 75 x 27 grid points, running on
an IBM SP P3, and using 24 processors, the tangent-linear model ran over 20 times faster
in terms of wall-clock time than when running on one processor. Work to improve the
wall-clock speed up is continuing, with the focus being on trying to eliminate the /O
bottleneck that occurs from reading in the base state information at every time step. A
parallelized version of the adjoint is currently under development and is expected to be
complete by mid-2002. Release of a beta version of the fully parallelized MM5v3 based
4DVAR is scheduled for late 2002.
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Benford’'s L aw and background field errorsin data assmil ation

RS Saman
Bureau of Meteorology Reseach Centre
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Benford's Law is alogarithmic distribution o first significant digits that is observed in many
naturally occurring nonmeteorologica data sets, such as cacchment areas of rivers, stock market
prices and tax returns. In such data sets, the frequency of occurrence (f) of first digit (d) is given
by
f=log(1+ld),d=1,2..9

where the logarithm is base 10. That is, the first significant digit 1 occurs with a frequency of
about 30%, whil e 9 occurs with a frequency of less than 5%. Benford's Law has been used as a
tod for the detedion o acounting and taxation fraud.

The present appli cation is motivated by arecent proof by Hill (1996) that Benford's Law can be
considered as the asymptotic result of combining random data from random distributions. The
goodressof fit to Benford' s Law may therefore indicate the extent of mixing in a data set.

Badkground field errors in most data assmilation systems are aumed to be normally
distributed. Ensembles of badkground field errors from the Australian Bureau of Meteorology’s
data assmilation system have been used to cdculate (i) the goodressof fit of the erorsto a
Gaussan dstribution, and (ii) the goodressof fit of the first significant digits of the erors to
Benford’sLaw. A quasi-inverse relation was found letween these two goodressof fit measures.
Thistends to suppat the suggestion (Ingleby and Lorenc 1992, Devenyi and Schlatter 1994) that
badkgroundfield errors in general may be cnsidered as mixtures of Gaussan distributions.
Confirmationis provided by statistica simulation, and by studies of individual ensembles.

References

Devenyi D and Schlatter T W. 1994. Statisticd properties of three hou prediction “errors”
derived from the mesoscde prediction system. Mon. Weah. Rev., 122, 126380.

Hill T P. 19%. A dtatistical derivation of the significant digit law. Statistical Science, 10, 354-63.

Ingleby N B and Lorenc A C. 1992.Forecat errors and budg chedks. Preprints. 12" conference
in probability and statistics in the amospheric sciences. Toronto, Amer. Met. Soc., 20713.

Seaman R S. 2002. The relevance of Benford's Law to badkground field errors in data
assmilation. Aust. Met. Mag., 51, 2533.

GOCG5AMV.DOC 14/03/02 10:21 A



01-56

BMRC Data Assimilation Progress Report
P. Steinle, B. Harris, R. Seaman, J. Kepert, , J. Paevere T. Glowacki,
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Development and I mplementation of BMRC 3D-VAR Assimilation System
A new three dimensional variational (3D-VAR) analysis scheme using an observation space formulation
is currently being experimentally evaluated in BMRC. This system can use either standard functional
representations of background error correlations (as were commonly used within Ol schemes) or empirica
correlations as obtained from ensembl es of analysis-forecast cycles (asimplemented by Fisher and Buizza
), or statistics of scaled differences between 48 hour and 24 hour forecasts (the so-called NMC method).
This3D-VAR scheme can be used for both global and regiona systems. The analysis procedure is based
on aseries of local sub-volume analyses, with data selection extending significantly beyond the individual
analysis volumes. Scattering from observation analysis increments back to the analysis grid-points is
performed once all sub-volumes of therequired domain have been analysed; thisis an important part of
ensuring that the analysisis independent of the geometry of the locaized solution domains. The inclusion
of the direct (3D) assimilation of radiances and the use of aternative coordinates for specifying
background error correlationsisin progress.

The currently used statistics based on the NMC method of scaled differences are being compared to the
statistics based upon ensembles of differences between 6-hour forecast background fields, generated by
pardle anaysis-forecast cycles with perturbed observations following Fisher and Buizza (ECMWF). The
main differences between the statistics generated by the two approaches appear to be (i) the ensemble
approach implies shorter length scales, and (ii) the ensemble approach implies more variance in the
divergent component of the wind, especially outside the tropics. Parallel assimilation and forecast trials
utilising the two aternative structures are in progress.

Global 1D -VAR Assimilation of ATOVS.

The present operational global assimilation system utilises a 1D-VAR retrieval of both NOAA15 and
NOAA16 AMSU-A and HIRS radiances, utilising 1D radiances as available from NESDIS. An extended
version of this global system has been experimentally implemented and tested with 50 vertica levels (with
thetop level at 0.1 hPa). Thisversion of the system alows the full forward calculation of ATOV Sradiance
first guessvaluesin the 1D-VAR retrieval scheme still using level 1D ATOV S radiances. This obviates
the need to interpolate NESDI S temperature retrievals above this level, asisthe casein the current 29
level operationa system, which hasatop level of 10 hPa. Extensive globa assimilation experiments have
been conducted during year 2000 ( both T79/L50 and TL239/L50) and medium-range prediction
performance in the stratosphere has been substantially improved .

In the immediate future 1C radiances, will be utilised and each instrument (HIRS or AMSU-A or B) in
the ATOVS instrument package will be treated as a separate observation. Additionally direct
readout/processing of radiances at BoM ground-stations delivers 1C radiances which are desirable in
support of early cut-off regional assimilation. Initial experiments with the use of 1C AMSU-A radiances
aone have indicated a deficiency arising from the absence of the infra-red HIRS; incorporating these
HIRS radiances and and appropraite cloud clearing strategy is the focus of present work.
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Regional 1D -VAR Assimilation of ATOVS

The online 1D-VAR ATOVS radiance retrieval scheme, implemented operationally within the global
system (GASP), has aso bee integrated with the Bureau's Limited area Assmilation and Prediction
System (LAPS), as part of the dfort to unify the data assmil ation component of the locd and global
forecasting systems. The aurrent operational version of LAPShas 29 verticd levels up to 50 hPa and
NESDIS retrievals are used to extend the first guess profiles above this. The 1D-VAR retrievals are used
over the sea and below 100 HPa.

Extensive nea red-time asgmilation and forecating experiments have been conducted to test the
performanceof the LAPS 1D-VAR system. Data asimilation was performed by means of the cold-start
strategy employed in the Bureau's operational LAPS system in which three six-houly assimilation cycles
leading to the base-time of the forecast are built on a GASP first-guess with lateral boundary conditions
also provided by the GASP system. For the second and third cycles, in which LAPS forecasts provide the
first guess radiance bias corrections calculated and updated continuously by the LAPS 1D-VAR system
were used. Only the same observational data & avail able to the operational LAPSsystem, which employs
atwo hour cut-off at the forecast base-time, were presented to the experimental 1D-VAR analysis system;
these included NESDIS 1D ATOVS radiance data.. (NESDIS temperature and moisture retrievas only
are available to the operationa system). S1 skill scores cdculated from the 1D-VAR forecasts and
averaged over a four month period show a significant improvement over those obtained from the
operational system: the MSLP forecasts areimproved by 1.1 S1 pdnts at +24 hoursand 0.8 S1 pdnts at
+48 hours. Forecasts of 850 hPa geopotential height show the most marked gains, with an improvement
of 1.9 pointsat +24 hours. The LAPS1D-VAR systemisto beimplemented gperationally in March 2002

Work is underway to test the 1D-VAR system in an extended version o LAPS with an increased number
of verticd levels and the model top raised to 0.1 hPa, following similar extensions to GASP. This
eliminates the need for NESDIS retrievals and will fadlit ate the use of locdly receved and processed
ATOVS radiances whose timeli nesswill i mprove the anount of data avail able to the operational LAPS
system. Early resultsindicae similar performanceto the 29 level system at the surface and further gains
to forecast skill above 500 HPa.

Global Assimilation of Scatterometer Data

Scaterometer data (Quicksca) isnow being assmil ated on an experimental basis within the global GASP
system, with modest positi ve impad on medium range prediction , chiefly in the Southern Hemisphere.
Quiality control procedures have been supdemented with badcground chedks of wind drection, to remove
incorrectly dediased data.. It is planned to experiment with a more physicdly based quality control system.
Thereis ssme evidenceof contention with other observation types, chiefly cloud drift winds, which seems
to be due to aladk of boundary layer structure in the badground covariance. The scaterometer datais
expeded to beincluded into the operationa global system as part of the next major upgrade.

Additionally intercomparisons (several months) of Quickscat wind vedors with the airrent operational
GASPand LAPS assmilation and prediction ( where the Quickscat data has not been assimilated), have
shown that the model analyses and short term predictions (18 and 24 ) have no marked systematic biases
relative to the scatterometer . This has been conducted in the cntext of clarifying/verifying the behaviour
of the marine boundary layer in the models..

Generation and Quality Control of GM S5 Atmospheric Motion Vectors

High spatia and tempora resolution atmospheric motion vectors from GMS-5 are generated routinely at
the Bureau of Meteorology (BoM) for operational and reseach applicaions. Motion vedors are
determined by tradking fedures in infrared, water vapour and high resolution visible imagery using all
avail able Stretched VISR images arriving at the BoM. This currently results in wind vedors being
generated four times per day over the full disc from images separated by half an hour and every hour where
imagery is available hourly. Recantly, hourly winds have only been available over the Northern
Hemisphere because of the restricted observation cycle of GMS-5.
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The benefit of these high resolution winds, generated from both images sparated by half an hour and one
hour in asgmilation in the LAPS NWP system for the Australian Region has recently been quantified in
aregiona impact study. A key element in uilising the winds has been quality control of the vedors both
in the Northern and Southern Hemispheres. Initidly, alocally developed methodol ogy to estimate expected
errors was based on image rrelations, interna consistency of the vectors and diff erences from the model
first guess Currently, use of the QI approach, developed at EUMETSAT, is being tested to optimise the
seledion and wse of vedorsfor anaysis.

Validation of GPS based Total Precipitable Water estimates

Following adivities at other mgjor meteorologica centres, a study of GPS based retrievals has been
undertaken by Curtin University (Dr. N. Penna) and the Bureau of Meteorology Research Centre (BoM).
It aimsto investigate potentia improvement to meteorologica prediction by assimil ating GP S estimated
Total Precipitable Water (TPW). Derivation of redlistic quality indicators for GPS estimated atmospheric
water vapour isthefirst step in this direction. Seventeen GPSstations are included in the study, stretching
from Cocos Island in the tropics, through the Australian Continent to Macquarie Island and Antarctica (3
stations). Using presaure and temperature estimates from collocaed or neaby surfacestations, and GPS
data, TPW estimates were computed over the yea 2000for al these stations. For validation purposes,
these were subsequently compared with Integrated Precipitable Water (TPW) computed from radiosonde
reports, co-located or close to GPSlocaions. The mmparison with 14 avail able radiosondes is for the
period Jannuary - December 2000 The comparison statistics indicde the largest biases for Antarctica The
standard deviations of (GPS - radiosonde TPW) were largest for the sites with highest atmospheric
moisture mntent or where the distance between the GPSstation and the radiosonde / surfacestation is
high. Comparison of GPSTPW with estimates from operational analyses (BoM and ECMWF ) for the
yea 2000is now being undertaken.

Data Management Developments

The Meteorologicd Archival and Retrieval System (MARS) is a software padkage developed at the
European Centre for Medium Range Wedaher Forecast (ECMWEF). This ftware has been made avail able
to the Bureau of Meteorology.

BMRC examined andimplemented a MARS prototype system in late 1998 to address a number of data
management issies at BoM, where the aurrent operational implementation data achive based on
Neons/ORACLE database is considered inadequate to support research and climate activities. In late 2001,
following successful prototyping of this system, MARS has now been implemented at BoM, on a4-node
12-processor IBM SP2 system that couples diredly to the Bureau's 8-drive StorageTek SILO tape system
and SAN disk storage farm. High-speed HIPR links conned the SF2 to the Bureau's NEC SX5
supercomputers as well as a number of key reseach and operational platforms.

MARSis currently used to archive selected global model and global ensemble system output, in addition

to reseach experimenta data.. It is expeded that MARS will gradually replacethe Bureau operationa
real time Neons/ORA CL E database as the repository of all archived NWP model and observationa data.
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The operational 3D-Var assimilation system of JMA for the Global Spectrum Model
and the Typhoon Model
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1. Introduction

The JMA 3D-Var operational assimilation system (Takeuchi, 2002) has been used for the global
assimilation cycle four times a day (00,06,12,18UTC), the global early analysis for the global spectral
model (GSM) forecast (00,12UTC), and the typhoon analysis for the typhoon model (TYM) forecast
(06,18UTC) since 25 September 2001. The scheme has the following benefits over the former optimal
interpolation (3D-OI) scheme 1) applying more general balance conditions among analysis variables (i.e.
wind, temperature, surface pressure, and specific humidity) such as the geostrophic balance and surface
frictions, 2) analyzing all observational data simultaneously, 3) capability of satellite data assimilation in a
straight-forward manner. Typhoon bogus data are embedded in first guess fields of surface pressure,
temperature, and wind.

The 3D-Var uses 6-hour forecast from GSM(T213L40) as a first guess (background). All data
within 3 hours from analysis time are regarded as observational data taken at the analysis time. An
incremental method is adopted in the 3D-Var to save computer resources. The method calculates an
analysis increment at a lower resolution (T106L40) and then adds the increment to the high-resolution first
guess. The background error was calculated based on one year statistics by using the NMC method.

2. Improvements in analysis

In numerical weather prediction, an initialization procedure is applied to eliminate noises caused by
dynamically unbalanced analysis fields. The analysis field by the 3D-Var is well dynamically balanced,
therefore, the analysis is not much modified by the initialization. Fig.1 shows the differences between
initial fields and analysis fields
of vertical p-velocity at 850hPa

OMEGA(hPa/hour) 3doi init—anal 1221 7Sep2001 OMEGA(hPa/hour) 3dvar init—anal 12217Sep2001
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Taiwan island and the south sea Fig.1 Differences between initial and analysis fields of vertical p-velocny
of Japan. (hPa/hour) at 850hPa at 12UTC 17 September 2001. Left panel for 3D-OI

and right for 3D-Var.

3. Improvements in forecast

In this section, it is shown how much the 3D-Var improves short range forecasts. Examples shown
are the results from forecast experiments by GSM and TYM for July 2000, March 2001 and July 2001.
All experiments use the same observations and the same model. Therefore, we can find impacts of the
change in the analysis scheme from 3D-OI to 3D-Var.

3.1 Performance of GSM forecast

Fig.2 shows the RMSE score of the experiment for March 2001. We carried out cycle analysis
during 1 to 31 March and 216hour forecasts are performed from the initial time at 12UTC from 8 to 22
March. In Fig.2 improvements in sea level pressure, 500hPa geopotential height, 850hPa wind are
remarkable even in the Northern hemisphere. The advantage of 3D-Var is more significant in the
Southern hemisphere. For experiments for July 2000, the score of the Northern Hemisphere sea level
pressure and 500hPa geopotential height is similar to those for the 3D-OI and the score of 850hPa wind is
improved. Inthe Southern hemisphere, all verification scores are also improved.
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Fig.2 RMSE of forecast score in March 2001. Upper panel are for the Northern hemisphere and lower for the
Southern hemisphere. Square marks denote 3D-Var and cross marks denote 3D-OlI.

3.2 Impacts on typhoon forecasts

This section describes a few examples on the improvements of forecast of typhoon center position.
Fig.3 is the comparison of typhoon (T0104) forecasts by GSM, the initial fields of which are given by the
3D-Var and the 3D-Ol, with best tracks given as a truth. The initial time is 12Uty 2000, forecast
time is 90hour. The character B shown in Fig.3 denotes best track, V denotes the 3D-Var, and O denotes
the 3D-Ol. The forecasted track by the 3D-OI crosses mid-Korean peninsula and that by the 3D-Var goes
through northern part of Korean peninsula which is close to the best track.

Fig.4 shows the result for T0108 by TYM from the initial time at OOUTC 27 July 2001. Though the
3D-O0l forecast turn right toward the Okinawa islands, the 3D-Var forecast goes straight to Taiwan island
similar to the best track. Though the number of the case studies is insufficient to carry out statistical
verification, the forecasts of typhoon tracks are improved in most cases.

4. Summary

The 3D-Var assimilation scheme fof
GSM and TYM was developed and
implemented as the operational analysi
system on 25 September 2001. Som
experiments prior to the implementation
show improvements in short- to mediumj
range forecasts and typhoon forecast
The improvements are achieved withou
adding any new observation data an
without change in forecast models.

We hope the improvement in foreca

models and utilization of satellite and Fik?-3 Typlhoon foregastcbycl)gGSI;/l.Fk:g.4f8ame aSbFi9-3 excepthf0f
; ; ; The initial time is 12UT Jyl the forecast by TYM. The

airplane data will contribute to more e X

accurate initial fields for GSM and TYM. 2000. B denotes best track, O fainitial time is 0OUTC 27 Jyl

3D-0Ol, and V for 3D-Var. Each2001.
In a few years a 4D-Var scheme for thoSnaracter is positions of 24, 48,

models will be implemented in operation and 72 hours forecast
and satellite data, the observation time of
which is not regular, is treated more accurately and the forecast score will be improved significantly.

References
Takeuchi, Y., 2002: Global analysi®utline of the operational numerical weather prediction at the Japan
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Imposing penalty both on gravity and Rossby modes in the
Variational Initialization

Kyuichiro Tamiya
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1 introduction

How does the variational initialzation represent the data void regions such as
the mountainous land in the meso-scale context. We have conducted an (time-1,
space-2 dimensional) data assimilation experiment using a flux type shallow water
equation. The case in our interest is such as the mountainous region with no
reliable observation around. We may take the aproximately uniform flow near the
mountain, but such flow should not be appropriate for the initial field because
they show an apparent transient character due to the mountain forcing. But we
show in this short note that we can control such transient character and get the
spin-up-free initial fields by imposing penalty upon tendencies not only of gravity
modes but also of Rossby modes.

2 numerical experiment

Cost function 7(1)) consists of three parts, the first two of which is the back-
ground term J,(¢)) and the observation term .J,()) which constrains ¢ = (U, V, H)
near background (Uy, V;, Hp) and obserbations (U,, V,, H,) each:

J(¥) = (U =)+ (V = V;)? + gH(H — H,)? (1)
Jo(w> - (U - Uo>2 + (V - ‘/0)2 + gH(H - Ho>2 (2>

and the last is the penalty term Jg(1)):

o () (@) )

adding up them with weights w(Z) and an adjustable constant c,

2

1) = [ dtdz(@ 1, (0) + =2 Tn(0) (@)

where w(Z) goes to zero near the mountain (centerd at & = ! '‘with raious a)(Fig.
1), representing to be no available data there.

A time integration from an uniform flow was conducted and the short as-
similation period [0, T|(T" < a/v/gH) was selected after fully vortex sheddings
started(Fig. 2). We assumed the background field to be an uniform flow and in-
stead of taking J,(1)) as a part of the cost function, we searched after the minimum
starting from this uniform background.
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We have studied the effect of ¢ on variational calculations. In case of ¢ < 1, we
have got an uniform flow near the mountain not going around the mountain nor
over the mountain.(Fig 3). On the other hand when ¢ > 1,we have got a pair of
steady vortex quite different from observations. In the medium range of ¢, there
are some vortices produced by the mountain shown in Fig 4.

The weak constraint by the term Jp(1)) is an extension of the balance condition,
usually applied for gravity mode control but here also for Rossby modes. This term
results in vortex creation behind the mountain. In figure 4 there are two vortices( a
pair of vortex) just behind the mountain. This inconsistency with the observation
is caused by the ambiguous uniform background field not by the inapropriateness
of the applied penalty condition.

The forecast from this initial field(Fig. 4) was close to the original one and
did not show a transient feature as the vortex shedding started at the begining
of the forecast, while from the figure 3 initial, The vortex shedding followed a

time-consuming creation of vortex pair from the uniform flow.

Stream kt= 105 istp= 5250

2T T T T 1
18 -
16 -
14
12

1 ........
08 -
06 -
04
02 r

o I — L
-60 -50 -40 -30 -20 -10 0 10 20 30

(FIg. 1)Lateral view: the moun-
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tain height is double of the wa- (Fig. 2) ) ) p
, ) duced by the time integration.
ter depth. There’s uniform flow ) _
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from the right. w(x) = 0 near i )
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the mountain.
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¢ = 1, one of them is excess com-
pared with Fig. 2 above but that

is effective for quick startup.

the nountain in case of ¢ < 1
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ASSIMILATION OF INTEGRATED WATER VAPOUR FROM
GROUND-BASED GPS OBSERVATIONS AT DWD

Maria Tomassinit2and Christoph Schrit

1 Deutscher \btterdienst, Kaiserleist42,
63067 Ofenbach, German
Tel. +49.69.80622711 - maria.tomassini@dwd.de

2 GeoforschungsZentrum Potsdam

APPROACH

IntegratedWater Vapour(IWV) derived from measurementsy ground-basedlobal PositioningSystem
(GPS)stationshave beenusedin assimilationexperimentsatthe Deutscheietterdiens{DWD). TheGPS
network usedfor the experimentsconsistof 76 stationdocatedin Germary andin the NetherlandsHalf-
hourly GPSdataareprocesseth nearrealtime by the GeoForschungsZentrufGFZ) andassimilatednto
thenon-tydrostaticlimited areamodelof DWD, namelythe Lokal Modell (LM). Thehorizontalandverti-
cal resolutionof the LM usedin this studyis 7 km and35 levels. The dataassimilationschemeof LM is
basedn nudgingtowardsobsenrations.At presenthe LM analysiss producedwith a continuousassimi-
lation gscle using obsemtions from synoptic stations, radiosondes and aircraft.
Themethodchoserfor theassimilationof GPSdataconsistsn relaxingthemodellWV valuestowardsthe
obseredones A “pseudo-obsemd” profile of specifichumidity basednthe obseredIWV andtheverti-
cal structureof the model humidity field is derived andthen nudgedat eachsingle vertical level of the
model.

DATA

Two assimilationexperimentsGPSandCNT, with andwithout GPSdatarespectiely, wererun duringthe
periodfrom 17 to 25 August2001.Two 24 hourforecastavere producedevery day, startingfrom the 00
UTC and12 UTC analysisof the experimentsUnstable stormyweatherconditions,with a strongsouth-
westerlycirculationwere prevailing in CentralEuropeuntil 19 August,andthis wasfollowed by a more
stableperiodwith a weakantigyclonic circulation. The periodwas selectecbecauseéhe LM did not per-
form well in forecasting precipitation.

RESULTS
The assimilationexperimentsconfirm thatthe model IWV s relaxed towardsthe GPSIWV successfully
duringthe assimilationcycle. For instancethe rms of the differenceobsened minusanalyzedWV at 00

UTC is reducedrom the CNT valueof 2.6 kg m™ to 1.1kg m in the GPS.The forecastf the experi-
mentshave beenverified againstthe GPSIWV obsenrationsthemselesandagainstupperlevel obsena-
tions from radiosondesBoth comparisonshav that the assimilationof the additional GPSdatahasan
effect within a forecastrangeof up to 15 hours.The rms error of the 12 hour forecastgstartedfrom 00

UTC) aguinstGPSIWV obsenationsis 2.2 kg m2 for the GPSexperiment,0.3kg m2 smallerthanthe

CNT forecast.

The verificationagainstradiosondesbsenationsindicatespositive impactof GPSin the 12 hourforecast
of humidity, temperatureandwind, neutralimpacton the geopotentialandneutralimpacton all variables
after24 hours.Figurel shavs theresultsfrom the upperair verificationof relative humidity andtempera-
ture for the 12 hour forecastg15 cases).The improvementin the humidity rms error is mostly concen-
tratedbetweerB00and600hPaandit is in theorderof 2% relative humidity (10%improvement) A minor

improvementis alsodetectablén theforecasiof temperature@ndwind velocity. The meanerror of therel-

ative humidity is slightly largerfor the GPSexperiment.This canbe relatedto a slight positive biasof the

GPSdata(0.6 kg m2 for August2001with respectto the LM analysis).t is interestingto mentionthat
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mostof the improvementoccursin the periodafter 19 August. The absenceof GPSstationsupwind,i.e.

south-west of Germarcan be one cause of the little impact during the first spell.

An evaluationof theresultshasalsobeenmadecomparinganalysesndforecastof precipitationwith sur-

faceobserationsandradarimages.The signalin the precipitationanalysisfieldsis mixed, with the GPS
dataimproving somebadcasesut alsotendingto deteriorateéhe analysisin someareaswithout precipita-
tion. The overall impacton the precipitationforecast(6 to 18 hourrange)is neutral.In mostof the cases
theassimilationof GPSdatadoesnot considerablychangehe performancef themodel.However, in few

cases a small impactas found, not alays positie.

Furtherwork hasto be dedicatedo thetuningof GPSIWV nudging,especiallyto understandndcorrect
casef negative impact. For example,information on cloudinesscould be usedto improve the vertical
distribution of the influenceof theintegratedvalue.Investigationson a possiblebiascorrectionof the GPS
data are also required.

This work was supportedunderthe grant of the GermanFederalMinistry of Educationand Research
(BMBF) No. 01SF9922/2.
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Using of the Chebyshev-L aguerre Polynomials
for Representing the Vertical Structure of the Atmosphere

Tsvetkov V.I., Shopova O.V., and Rozinkina I.A.
(E-mail: tsvetkov@rhmc.mecom.ru, snopova@rhmc.mecom.ru, inna@rhmec.mecom.ru)
Hydrometeorological Center of Russia, 9-13 Bolshoy Predtechenskii per., 123242, Moscow, Russia

The use of analytical orthogonal functions for describing the horizontal structure of
variablesin NWP models has been widely used in numerical weather predictions. The vertical
structure in such models is usualy approximated by parameters specified at discrete levels
that are irregular in height. The analytical representation of the vertical structure has not
received much attention. An attempt to express the vertical structure in terms of finite sums of
ana ytic orthogonal functions was made by Francis [1]. However, applications of his method
were faced with certain difficulties because of the bulky formulas and repeated summations.
This paper outlines the possible use of Chebyshev-Laguerre polynomials for representing the
vertical atmospheric structure in numerical models.

The Chebyshev-Laguerre polynomials are orthogona functions defined on the
positive haf-line and having the weight

n(§)=&Pe™, (1)
where B >-1, £0(0,).
These polynomials can be represented in terms of the I'-function as
Zn/T(n+p+1)(-&)**
LEB)=S 2 =0 )
gér@+g+nm®—ky
and satisfy the orthogonality condition

o]

Bo-€ _Dag#r
.!)’E e Lq(X,B)Lr(f,B)df Equ =q/r(q+ﬁ +1),q -

Quadrature formulas for Fourier series expansions in terms of the Chebyshev-
Laguerre polynomials can be found in [2, 3].

Note two features of the Chebyshev-Laguerre polynomials that can be used in
meteorology. The first is that the domain of definition of these polynomials is the interval
(0,0), which can be interpreted as the thickness of the atmosphere. The second feature is
associated with the recurrence relation for the derivative,

oL, (¢,

%:n%ﬂ(ﬁt:ﬁ“)’ 4
which can be used in numerical weather forecasting as follows. The geopotential @ is
represented as the Fourier series expansion in terms of the Chebyshev-Laguerre polynomials

with parameter 3. Then using the equation

0 _
EE®+RT—O, (5)

3)

where & = -In(p/py ) py =1000nPa, we can easily calculate the temperature T, because it

has the same Fourier series but with the parameter (8 +1).

Fourier series expansions of meteorologica elements have been applied to the
preparation of data for the Russian Hydrometeorological Center spectral atmospheric model.
Numerical experiments on the transfer of the geopotential height @ from p-system (17
vertical levels) to o -system (31 vertica levels) and back were carried out. Thus, the root
mean square error was found to decrease down to 10°hPa. Moreover, the quality of the model
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outputs was improved, especialy at the upper-tropospheric levels and higher. Figure 1 shows
the anomaly correlation coefficients for the geopotential height at 100 hPa for the Northern
Hemisphere. Curve 1 corresponds to the standard (spline) interpolation method, and curve 2
corresponds to Fourier series expansions in terms of the Chebyshev-Laguerre polynomials.

AT-100 (N.HEMIS.)

100 -
98 — \

96 - 5
92 -
90 -
88 -

86 -

84 !
1 2 3 days

Fig. 1. Anomaly correlation coefficients for the geopotential height at 100 hPa in the case of
input data preparation using (1) spline interpolations and (2) Fourier series expansions.

This study was financialy supported by the Russian Foundation for Basic Research,
grant nos. 00-05-64803, 01-05-65400, and 01-05-65493.
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The data assimilation system is based on sequential “analysis-forecast” approach. At forecast
step, the global finite-difference semi-Lagrangian NWP model [3] is used. It is designed in
spherical geometry with a pole rotated to the region of interest. It is supposed to supplement
the model in future with the variable resolution in (pseudo) latitude. The model includes the
parameterizations of subgrid-scale processes developed in Météo-France for French operational
model ARPEGE/IFS.

At analysis step, a 3-D multivariate Optimum Interpolation scheme is currently implemented.
The analysis scheme is based on the sequential approach. That is, at each analysis cycle, the
observations are divided into several batches with each batch being assimilated sequentially so
that the “first-guess” at step k + 1 is the analysis at step k. For this scheme to be optimal, the
“first-guess” statistics should be recalculated at each step. Following the approach proposed in
[4], in each batch but the last one, we include observation types with quasi-uniform and relatively
dense coverage. As a consequence, we are allowed to approximately recalculate the “first-guess”
statistics off-line [4]. Actually, we use the three batches: first, all SYNOP observations, second,
the polar-orbiting temperature and humidity profiles (SATEM retrievals are used currently),
and third, all other observations (radiosondes, aircraft winds, and satellite cloud-track winds).

The upper-air observations are assimilated by means of the incremental approach (e.g., [1]).
In addition, sea-surface temperature is analyzed (using SHIP observations) following [2]. Soil
temperature and soil moisture forecasts are corrected using the respective lowest-model-level
analysis increments. The snow cover forecast is corrected using the “optimally” interpolated
snow depth observations from SYNOP reports.

Although our data assimilation system is at the early stage of development, the first results
are encouraging. The assimilation experiments are performed without pole rotation and variable
resolution. The horizontal resolution is 1.5°, 28 vertical levels, the forecast-model time step is
36 min. We performed assimilation during the test period in February, 2000. Thirty consecutive
forecasts started every 12 hours from the assimilated analyses are examined. The RMS errors
of the 72 hours forecasts are shown in Figs. 1-2. Verification is against assimilated analyses, the
area is Northern Hemisphere north of 20°. The similar results are obtained for verification against
radiosondes (not shown). From Figs. 1-2, we see that the problems in our data assimilation
system are primarily concentrated in the lower troposphere whereas in the upper troposphere
and lower stratosphere, the results are more satisfactory.

This work is supported by Russian RFBR Grant 01-05-64582.
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SPARC Data Assmilation Working Group
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! Data Assmilation Research Centre, University of Reeding, Reading RG6 6BB, UK
“NASA/Goddard Space Flight Center, Data Assimilation Office, Code 910.3, Greenbelt,
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To complement the WGNE activities in data assmilaion, SPARC (Stratospheric
Processes and ther Role in Climate) has recently set up a working group on Data
Asamilation. The emphass of this group will be on dratospheric data assmilation, for
gpplication to numerica weether prediction, and monitoring of climate variaions.

At the initid working group mesting, which was held in December 2001, it was decided
to hold a SPARC Data Assmilation workshop in June 2002. The workshop will be
hosged by the NASA/Goddard Data Assmilation Office through the Goddard Earth
Sciences and Technology Center a the Universty of Maryland Bdtimore County
(UMBC), during 10-12 June. This workshop has a god of bringing together scientists
from different internationa centers (including the met agencies, space agencies and
academia) and initiating comparisons between the assmilated products, so participants
areinvited from dl groupsworking in thisfied.

All gratospheric products are of interest, but the main emphasis of this workshop will be
on the lower dratogohere. Initid comparisons will encompass meteorology, chemistry
and trangport, with a particular focus on the assmilation of trace gases. ozone and water
vapor. Presentations about ongoing work and future plans, such as assmilaion of data
from Envisat or the EOS satdlites, are dso welcome. Further details can be found on the
web page http://dao.gsfc.nasagov/DAQO_peoplefivankalsparcDA/.  The loca organiser of
the workshop is Dr Ivanka Stginer, NASA/Goddard Space Hight  Center, Data
Assmilation  Office, Code 09103, Greenbdt, MD 20771, USA, email:
ivanka@dao.gsfc.nasa.gov.

For further details about the group, contact Dr William Lahoz, Data Assmilaion
Ressarch Centre, Universty of Reading, Reading RG6 6BB, UK, email:
wal@met.reading.ac.uk, or Dr Richard Swinbank, NWP Divison, Met Office, Brackndll
RG12 257, UK, emall: richard.swinbank@metoffice.com.
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