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Damping of fast growing gravity waves generated by imbalance of initial mass and wind fields and

diabatic forcing

Astakhova E.D., Frolov A.V., Tsvetkov V.I. (E-mail: tsvetkov@rhmc.mecom.ru)

Hydrometeorological Center of Russia, 9-13 Bolshoy Predtechenskii per., 123242, Moscow, Russia

Numerical solutions of the equations of atmospheric hydro- and thermodynamics contain high-
frequency noise, which arises, firstly, because of the inconsistency of initial meteorological fields and,
secondly, due to diabatic forcing. To damp the noise, nonlinear normal mode initiali zation (NNMI)
procedures (Machenhauer, 1982) are widely used now. They assume that time derivatives of the
amplitudes of “ fast” modes with frequencies above some given threshold must be set zero at the initial
time moment. Then we come to nonlinear equations solved by iterations. However, to ensure a
convergence of this iterative process quite strong conditions must be satisfied, e.g., only of a limited
number of vertical modes can be initiali zed or time-averaged diabatic fluxes must be used in a model.
At the same time, the diabatic processes can affect the divergent component of the atmospheric
circulation (vertical motions) considerably and increase the effect of gravitational waves onto Rossby
components in the numerical solution of the primitive equation diabatic model. Thus, the diabatic
forcing must be taken into account in order to obtain the correctly balanced initial fields. With this
purpose we developed a new diabatic nonlinear normal mode initiali zation procedure based on a
specific selection of most rapidly growing gravitational waves. The procedure can be applied to the
entire spectrum of gravitational modes with allowance for the real order of magnitude of physical
phenomena present in the atmosphere. A series of numerical experiments was performed with the
Hydrometcenter of Russia global spectral model T85L31 with different initiali zation procedures
starting from the 1996 ECMWF objective analysis data. A convergence of the iterative process during
initiali zation and coincidence of the initial data fields were estimated with the help of a characteristic

�
�7  (L is the number of the vertical mode, k the iteration number) suggested by Rasch, 1985. 7�

�

  can
be considered as a typical time scale of the gravitational waves corresponding to the Lth gravitational
mode), and if it decreases from iteration to iteration, it means that the iterative process does not
converge. It can be assumed that the initial data are balanced well and do not generate high-frequency

modes if 7�

�

is high enough  (~3⋅104 c). As to the convergence of the iterative processes, the
numerical experiments showed the following (see the Figure, where NNMI0 denotes the experiment
with the Machenhauer initialization procedure; NNMI1ad and NNMI1diab stand for the experiments
with new initialization procedure, adiabatic and diabatic versions, respectively). First, .the time step
∆t is important for the NNMI1 performance. At small ∆t~2 min, NNMI0 and NNMI1ad are equally

successful in balancing the initial pressure and wind fields (the values of 7�

�

 are of the same order).
In this case, a change of the initialization procedure practically does not affect the forecast skill. At
∆t equal to the model step (15 min), the NNMI0 procedure diverges, while NNMI1 improves the

balance between wind and pressure initial fields (7�

�

 increases) and, hence, the forecast skill. Second,

an application of NNMI1diab results in a significant growth of 7�

�

. The improvement was most
striking for the planetary-scale modes (L=1, 2). Third, the best results were obtained by NNMI1diab
for 5-7 initialized modes, and from 15 to 20 iterations were necessary to converge the process.
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The numerical experiments with T85L31 model and NNMI1 demonstrate that the most
intensive divergent eddies are usually simulated in the regions with great orographic slopes or in
zones of intense convective mixing. The adiabatic initiali zation, on average, leads to weaker divergent
circulation within the tropical and baroclinic mid-latitude zones in the vicinity of large sources of
convective heating. It retains main features of the atmospheric circulation above the mountains
without considerable decrease of its intensity. In its turn, the diabatic initiali zation gives divergent
circulation components that are closer to the actual ones in the regions with intense diabatic fluxes.

An application of the proposed initiali zation procedure ensures smooth numerical solutions of
the model with minimal changes of initial fields, especially, the divergent components of the
atmospheric circulation. Important, that the introduction of diabatic factors, firstly, convective
heating, into initiali zation procedure gives a noticeable improvement of initial field balance (as
compared to that obtained with the adiabatic initiali zation) within mid-latitude baroclinic zones.

The study was financially supported by the Russian Foundation for the Basic Research,
projects 00-05-64803, 01-05-65493, 01-05-65400.
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Impact of QuikSCAT in the GEOS GCM

Robert Atlas∗, E. Brin, S.C. Bloom, J. Ardizzone, J. Terry, J.C. Jusem, and D. Bungato
Data Assimilation Office

NASA/Goddard Space Flight Center, Greenbelt, Maryland 20771

The evaluation of QuikSCAT data at the
DAO consisted of both subjective and objective
comparisons of QuikSCAT winds to ship and buoy
observations, GEOS and NCEP wind analyses,
ERS–2 wind vectors, and SSM/I wind speeds.
This was then followed by a series of data assimi-
lation and forecast experiments using the GEOS
DAS. The experiments were aimed at compar-
ing the impact of QuikSCAT with that previously
obtained with NSCAT, and assessing the relative
utility of QuikSCAT, SSM/I, and ERS–2 winds,
the relative contributions of QuikSCAT directional
and speed information, and the effectiveness of the
QuikSCAT ambiguity removal algorithms.

A Control assimilation was generated using
all available data with the exception of satel-
lite surface winds. Then assimilations were gen-
erated that added either SSM/I wind speeds,
QuikSCAT wind speeds, ERS–2 unique wind
vectors, QuikSCAT ambiguous wind vectors,
QuikSCAT unique wind vectors, or the combi-
nation of QuikSCAT with ERS–2 and SSM/I.
The results of this initial evaluation of QuikSCAT
demonstrated potential for QuikSCAT data to im-
prove meteorological analyses and forecasts, but
also indicated ambiguity removal, and rain con-
tamination problems that were limiting the appli-
cation of QuikSCAT winds to data assimilation.

As an illustration of the impact of QuikSCAT
data, Figure 1 shows anomaly correlations for a
limited sample of GEOS–3 Control and QuikSCAT
500 hPa height forecasts for the Northern Hemi-
sphere extratropics and Southern Hemisphere ex-
tratropics. From this figure, it can be seen that
there is a slight positive impact of QuikSCAT in

∗e-mail: ratlas@dao.gsfc.nasa.gov.

the Northern Hemisphere extratropics and a larger
positve impact in the Southern Hemisphere extra-
tropics using this DAS.

.80

.60

1.0

0 1 2 3 4 5
DAY

.80

.60

1.0

0 1 2 3 4 5
DAY

A
 N

 O
 M

 A
 L

 Y
   

C
 O

 R
 R

 E
 L

 A
 T

 I
 O

 N
A

 N
 O

 M
 A

 L
 Y

   
C

 O
 R

 R
 E

 L
 A

 T
 I

 O
 N

Control

Control + QSCAT−Ps

Control

Control + QSCAT−Ps

Figure 1 Relative impact of QuikSCAT data on GEOS–3
model forecasts. The 500 hPa geopotential height anomaly
correlations, averaged over four forecasts are shown for the
(top) Northern Hemisphere extratropics and (bottom) South-
ern Hemisphere extratropics.
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Thepurposeof this work is, in continuationof BeckandHaas(2001),to studythebenefitson analysisquality of
includingdynamical(i.e., state–dependent)backgroundinformationin a simple,yet reasonablyrealisticenviron-
ment.Theimpactof flow–dependentbackgrounderrorcovariancesisstudiedwithin afour–dimensionalvariational
dataassimilation(4D–Var) systembasedon the quasigeostrophicmodelof MarshallandMolteni (1993),carry-
ing 1449degreesof freedom. This 4D–Var systemallows for assimilatinga given setof syntheticobservations
in cycling experimentswith differentspecificationsfor the backgrounderror covariancematrix B. Specifically,
B may be kept eitherstatic,or fully dynamicasthe entireanalysiserror covariancematrix is carriedforward in
time accordingto theExtendedKalmanFilter (EKF) equations(EhrendorferandBouttier1998). Further, B may
bespecifiedasa combinationof dynamicallyevolvedanalysiserrorcovariancesandstaticbackgroundaccording
to the theorydevelopedfor theReducedRankKalmanFilter (RRKF). The implementationof theRRKF closely
follows the formulationat the EuropeanCentrefor Medium–RangeWeatherForecasts(see,Fisher1998;Fisher
andAndersson2001). Thebasicideaof theRRKF is that thedynamicalpropagationof thebackgrounderrorsis
only appliedin a subspaceof relatively smalldimension(say, k) that is definedby theso–calledHessiansingular
vectors(HSV; Barkmeijeret al. 1998). Preliminaryresultsfrom four cycling experimentsarepresentedthatare
designedto investigatetheperformanceof theRRKF – in differentconfigurations(i.e.,differentdimensionof the
subspacek) – in comparisonto eithera staticbackgroundformulation,or to theEKF. Eachof thecycling experi-
mentscovers12 assimilationintervalswith a window lengthof 12 hourseach.Thesepreliminaryresultssuggest
thattheperformanceof this4D–Varsystemis sensitive to thespecificationof thebackground.
As anexample,Fig. 1 shows theanalysisandthefore-
casterror (fc; asa functionof leadtime), for a staticB
(solid curve),anRRKF formulationwith k=10 (dotted)
and k=100 (dashed)HSVs, and the full EKF (chain–
dashed)correspondingto anRRKFwith k=1449HSVs.
Errors aremeasuredin termsof the total energy (TE)
metric (see,Ehrendorfer2000),in unitsof J / kg. Each
of the curves is the meanover the 12 subsequentas-
similation intervals. Thinnedobservationson an irreg-
ular grid aresampledevery 6 hoursfrom a ”truth run”
with pre–specifiedobservationerrorvariances.It is this
”truth run” thathasbeenusedin thecomputationof the
forecast(andanalysis)errors. Hence,theseerrorscan
bequantifiedexactly. Fig. 1 suggeststhatincorporating
dynamicalbackgrounderrorinformationis beneficialin
termsof reducinganalysisandsubsequentforecaster-
rors. Sucha benefitis also expectedfrom theoretical
considerations(e.g.,Fisher1998).
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Fig. 1: Performanceof the 4D–Var systemin termsof
analysisandfc errorasa functionof leadtime.

However, it is alsoevident thata significantimprovementis only achieved if O(100)HSVs areused.Finally, it
is necessaryto emphasizethat theseresultsaredependenton variousotherspecificationsof the 4D-Var system
studiedhere,andarethusof averypreliminarynature.Additional investigationis necessaryto furtherconfirmthe
benefitsof a dynamicalB in dataassimilation.
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Assimilation and Forecast of Hurricane Floyd with the DAO
Finite Volume Data Assimilation System

Jiun-Dar Chern* and Shian-Jiann Lin
NASA/GSFC, Greenbelt, MD 20771
E-mail: jchern@dao.gsfc.nasa.gov (6)

1. Introduction

The last decade has seen a growing interest among the major operational weather
prediction centers in the application of global models for tropical cyclone track and
intensity predictions. Current generation of global models with resolution in the range of
50 to 100 km is generally sufficient for resolving the synoptic scale steering flow. But it
is still too coarse to resolve the inner core of tropic cyclone for reliable intensity
predictions. The primary goal of present study is to examine the analysis quality and
forecast skill of Hurricane Floyd with the new DAO global Data Assimilation System.

2. The fvDAS/model based forecast system

In recent years, a major effort has been undertaken at Data Assimilation Office (DAO),
NASA Goddard Space Flight Center to develop the� next-generation data assimilation
system — the Finite Volume Data Assimilation System (fvDAS). The system consists of
the joint NASA/NCAR general circulation model (fvGCM, Lin and Rood 2002) and the
physical-space Statistical Analysis System (PSAS, Cohn et. al 1998). Preliminary results
from forecast experiments using the fvGCM with initial conditions produced by fvDAS
have shown that in general there is significant improvement in the forecast skill over
DAO’s operational Goddard Earth Observing System Data Assimilation System (GEOS-
3 DAS). There are still many aspects of the new system need to be tested and evaluated.
In this study, we have carried out a series of assimilation and forecast experiments of
Hurricane Floyd with the fvDAS to evaluate the analysis quality and forecast capability.

3. Experimental design and results

Hurricane Floyd passed fairly close to the entire U.S. east coast from September
14 to September 17, 1999 and resulted in one of the largest evacuation in U.S. history: an
estimated two million people were evacuated. It was blamed for 56 deaths and about $3-6
billion in total damage. In this study, a series of assimilation and 5-day forecast have
been carried out from September 9 to September 15 using a pre-release version of
fvDAS. By default, the fvDAS has 1° x 1.25° horizontal resolution with 55 vertical levels
from surface to 1 Pascal. Tropical cyclones develop over the tropical oceans, and these
are the data-sparse areas of convectional surface-based observations. Remote sensing
provides the most reliable and often the only data source about the structure and position
of tropical cyclone.  It is very important to use satellite data to improve the initial analysis
of the hurricane. In addition to the convectional data, we have utilized the SSM/I total
precipitable water, TIROS Operational Vertical Sounder (DAOTOVS), cloud tracking



wind, and QuickSCAT SeaWinds Scatterometer surface wind in the data assimilation
system.

Figure 1 shows Hurricane Floyd tracks form National Hurricane Center observed
best track, fvDAS analysis, and fvGCM 5-day forecast starting at 0000 UTC 12
September 1999. In spite of the fact that the 1° x 1.25° resolution can only represent the
broad features of tropical cyclones and its environment, the hurricane track from fvDAS
analysis is in excellent agreement with the best track. The 5-day forecast with initial
condition from fvDAS analysis also shows good skill in forecasting the track of Floyd,
especially the first 48 –hour forecast.

4. References

Cohn, S. E., A. da Silva, J. Guo, M. Sienkiewicz, D. Lamich. 1998: Assessing the effects
of data selection with the DAO physical-space statistical analysis system. Mon. Wea.
Rev., 126, 2913-26.
Lin, S. J. and R. B. Rood. 2002: A vertically Lagrangian finite-volume dynamical core
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Figure 1. Hurricane Floyd tracks form National Hurricane Center observed best track, NASA
DAO Finite Volume Data Assimilation System (fvDAS) 1o x 1.25o  analysis, and fvGCM model
5-day forecast starting at 0000 UTC 12 September 1999.
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1.  INTRODUCTION
The operational analysis system of the

Canadian Meteorological Centre (CMC) has
undergone major revisions in the last two years.
The changes described here are really a follow-
up to the June 1997 implementation of the first
Canadian 3D variational system (3D-var)
described in Gauthier et al. 1999.  First, in June
2000, 3D-var was converted from a 16-pressure
to a 28 terrain-following-η level system (3D-Var-
η) including a complete revision of background
and observational errors.  In September 2000,
the use of satellite data was updated to directly
assimilate TOVS radiances, in replacement of
SATEM thickness data.     In December 2001,
the 3D-var‘s use geopotential data from
radiosondes was abandoned in favor of using
temperature and surface pressure.  The same
was done with the synoptic surface data and
both have had a very positive impact on
analyses.

Some years ago, the CMC developed
unified model codes for both the global and
regional forecast models (Côté et al. 1998).
Similarly, the 3D-var system was also coded to
support both the regional and global pressure
systems as described in Gauthier et al. 1999,
and Laroche et al. 1999.  In January 2001, the
regional spin-up system was fully upgraded from
the 16 pressure levels to 28 terrain-following η
levels including the direct assimilation of TOVS
radiances as in the global analysis system. In
December 2001, its use of geopotential data
from radiosonde was also abandoned in favor of
using temperature and surface pressure.

2.  GENERAL FORMULATION OF THE 3D-
VAR, AND ESTIMATION OF NEW STATISTICS

Several operational NWP centres
currently employ, or have employed a 3D-Var
system. The 3D-var formulation of this study is
based on the incremental approach, and the
analysis variables are actually the incremental
corrections. The initial misfits between the
observations and the short-term forecast or
innovations are computed in observation space
using the full resolution background state
whereas the analysis increments are calculated
at lower resolution.  In the global system, the trial
fields are used at the full resolution (0.9 degree
grid) of the GEM model and the analysis

increments are calculated at the lower T108
spectral resolution.

The covariance statistics of the 3D-Var-
η system were redesigned based on a 3-month
ensemble of 24 and 48-h forecasts valid at the
same time.  The 24-48-h forecast differences are
not entirely representative of 6 hour forecast
error statistics, and for this reason, the estimated
variance fields are assumed to be zonally
invariant and were also scaled down using
information from the variances of radiosonde
observations minus 6h-forecast wind and
temperature averaged over broad latitude bands.

The 3D-Var-η system is multivariate and
like its predecessor imposes a simplified balance
constraint between mass and wind analysis
increments. The complete balance operator is
actually the product of local horizontal and
vertical balance operators as discussed in
Gauthier et al. (1999).  The vertical operator
which transforms vertical profiles of the balanced
mass variable into temperature profiles is
estimated using a regression analysis over the
ensemble of error samples between temperature
profiles and profiles of linearly balanced stream
function increments in grid-point space.  This
approach is used to avoid problems of increased
noise in the vertical structure and the null space
associated with using a theoretically based
inverse hydrostatic operator.  Typically, the
horizontal and vertical spread of balanced is
larger than those of the unbalanced component
(Chouinard et al. 2001).

3.  NEW SOURCES OF DATA; SATELLITE
AND AIRCRAFT

In 3D-Var-η, observations are
assimilated in their raw or unprocessed form with
the use of so-called “observation operators”
thereby avoiding interpolating data to and from a
fixed pressure grid prior to their assimilation.  For
example, TOVS radiances are directly
assimilated with the help of a radiance transfer
model (RTM).  The advanced microwave
sounding unit  (AMSU) of the recent NOAA
series produces data of exceptional quality that
are relatively easier to use than the IR data in
most sky conditions.  In the current 3D-Var-η,
only the microwave data of channels 3-10 of
AMSU-A from NOAA-15 and 16 platforms are
used.  All radiances used are quality controlled



prior to the monitoring and assimilation steps as
described in Chouinard et al. (1999, 2000). The
impact of TOVS radiances is very large and
positive everywhere, but exceptionally so in the
SH, where the predictability of the system was
improved by close to 24 hours (Chouinard et al.
2001).

In recent years, a very important source
of wind data has become available in the form of
automated aircraft wind reports
(ACARS/AMDAR).  The impact of these winds
when added to the AIREP data was shown to be
marginally negative in the previous 16-pressure
level 3D-Var system and consequently was
never implemented even though monitoring
indicated the data was of very good quality.
Because the correlation structures of the 3D-Var-
η system are much improved, the impact of the
additional ACARS data has now been shown to
produce very positive impacts particularly when
accompanied by TOVS radiances (Chouinard et
al. 2001).
3.1. Direct assimilation of temperature
(including significant levels) and surface
pressure

Even though the analysed mass
variables of the current 3D-Var-η regional and
global systems are temperature and surface
pressure, geopotential has remained the main
source of observations from RAOBS and
similarly the surface pressure was assimilated
indirectly as a proximity to surface geopotential
datum.  Because of this, significant level
temperatures from RAOBS and aircraft
temperature reports were never assimilated in
the current system.  Recently, we have
introduced the direct assimilation of temperatures
and surface pressure from RAOBS instead of
geopotential, and similarly, temperature and
moisture observations from the surface synoptic
meteorological (SM) network are now directly
assimilated producing larger and more consistent
corrections to the trial field thereby improving the
surface and PBL structures.  Parallel suites prior
to the December 2001 implementation clearly
indicate the positive impact of direct assimilation
of surface and upper air temperature data on
analyses and 10-day forecasts.

3.2. Application to the regional analysis
system

Like its previous pressure system, the
3D-Var-η system was adapted to the regional
model to produce analyses directly on its model
levels.  As in the global, the analysis increments
are calculated at the low-resolution horizontal
and vertical resolution of the analysis grid of the
global statistics.  The increments are interpolated

to and from the regional model grid during the
12-h spin-up to arrive at the final analysis on the
higher resolution regional model grid.  As
expected, the same improvements obtained with
the global 3D-Var-η were obtained in the regional
system, but most significantly, the moisture
analyses and the precipitation forecasts were
significantly improved (Chouinard et al. 2001).

4. FUTURE WORK
In preparation for the assimilation of

satellite data from future platforms (NOAA-17),
we have started testing with AMSU-B TOVS
radiances from current NOAA polar orbiters.  The
model and analysis top are being raised to 0.1
hPa to accommodate the higher peaking
radiances of the AIRS and IASI instruments.
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It is well known that numerical weather predictions are sensitive to small changes in the initial conditions, i.e., a rapid 

growth of the initial errors can lead in a relatively short time to large forecast errors. During the last decades much effort has 
been devoted to study and improve the methods used for the preparation of the initial conditions for numerical atmospheric 
models (the so-called analysis), as well as to understand the mechanisms involved in the growth of the initial errors. 
The analysis is obtained as a statistical interpolation of short-range numerical forecasts (known as background) with new 
observations. The weight given to each of these contributions is essentially proportional to the inverse of their error 
covariance. It follows that a good representation of the observation and background error covariances is one of the major 
goals in the development of data assimilation systems (e.g. Klinker et al., 2000; Bennet et al., 1996; Houtekamer and 
Mitchell, 1998; Hamill and Snyder, 2000). In 3D-Variational schemes the background error covariance matrix is statistically 
derived from long term statistical estimations and it is maintained constant in time during the assimilation cycle. This implies 
that the large time dependence of the errors (“errors of the day”) is neglected, despite its large variability (Corazza et al, 
2001). 

Kalnay and Toth (1994) argued that the similarity between breeding (Toth and Kalnay, 1993, 1997) and data assimilation 
suggests that the background errors should have a structure similar to those of bred vectors. Here we take advantage of the 
relationship between the bred vectors and the analysis and background errors demonstrated by Corazza et al., 2001, for a 
simple quasi-geostrophic model (Morss, 1999), and test whether it is possible to augment the constant forecast error 
covariance used in 3D-Var with “errors of the day” derived from the breeding method. We present results obtained with 
different methods aimed to include in the data assimilation scheme (i.e., in the representation of the background error 
covariance matrix) the information given by the bred vectors.  

The numerical model is a quasi-geostrophic (QG) mid-latitude flow in a channel discretized by finite differences both in 
horizontal and vertical directions. The simulated data assimilation is performed with an algorithm similar to the operational 
Spectral Statistical Interpolation (SSI) at NCEP (Parrish and Derber, 1992). “Rawinsonde observations” are generated every 
12 hours by randomly perturbing the true state at fixed observation locations. Bred vectors are produced using a method 
similar to that adopted at NCEP (Toth and Kalnay 1993,1997), rescaling the difference between the perturbed runs and the 
control forecast every 12 hours. 

Since this is a simulation system, we can explicitly define the “true state of the atmosphere” (by integrating the model 
from a given initial state) and therefore study the analysis and forecast errors. A perfect model assumption is made so that 
our conclusions are not necessarily valid for more complex models with model errors, and similar tests have to be made with 
more general simulation systems and with real forecast systems. 

Corazza et al. (2001) found that bred vectors in this QG simulation system are indeed closely related to the background 
errors, suggesting that the bred vectors can be useful in specifying the part of the background error covariance matrix that 
corresponds to the “errors of the day”. In particular we found the following properties of the bred vectors:  
• Convergence to well organized structures in the bred vectors occurs within a few (3-5) days. This indicates that it is 

possible to operationally use the information given by the bred vectors without waiting an infinite time for asymptotic 
convergence. 

• Bred vectors obtained using normalizations based on the potential vorticity and on the stream function are virtually 
indistinguishable. 

• Bred vectors obtained using the “true” atmosphere are very similar to those obtained using the “analysis” atmosphere. 
This is true even if we use a low density observing network, suggesting that the bred vectors are not too sensitive to the 
details of the flow and that the errors themselves are more likely dependent on the large scale nature of the flow. 
The original data assimilation cycle (referred to as the regular data assimilation system) is based on the NCEP 3D-Var 

scheme, and is solved iteratively for the analysis state (Morss, 1999). Given the background state (or first guess - the 12 

hour forecast from the previous analysis) , and the set of observations 
ax

bx oy  , the equation can be written as follows: 
 

( )( ) (a b o bH− −+ − = −T 1 T 1I BH R H x x BH R ( ))y x  
 

where B is the background error covariance matrix, R is the observation error covariance matrix, H is the observation  
operator and H, HT are the matrices  that represent the linearized H and its transpose respectively. The right part of the 
equation is computed at the beginning of the process, and the equation is then iteratively solved for until the 
equation is satisfied with an error smaller than a given threshold. 

( a b−x x )

The easiest way to introduce the bred vectors in this equation is to globally substitute B with the ensemble average of the 

outer product of the bred vectors. We can build a new background covariance matrix as kk

i ii /
1

//∑ =
Tbb  where bi is the ith 



bred vector defined over the entire domain. The substitution of B with the new matrix can be done at a negligible 

computational cost. Moreover, this implementation allows to apply ∑  and B simultaneously (Hamill and 

Snyder, 2000) so that the data assimilation scheme can be generalized to: 

kk
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1
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1
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where α is a number between 0 (for the regular system) and 1 (background error covariance matrix based fully on bred 
vectors) and c is a normalization factor kept constant in the results presented here. It should be noted that the covariances in 
B were tuned to optimize the regular 3D-Var. 

The use of the bred vectors allows decreasing the squared error of the analysis (averaged over the horizontal domain) by 
a factor between 15 and 20% (around 8-10% in the error) for α equal to 0.4. The percentage improvement continues 
throughout the 72 hour forecast, suggesting that the correction to the analysis due to the bred vectors affects, at least in part, 
the growing errors. This method is able to reduce the squared error in the analysis and forecasts up to a factor of 40% 
considering a modified version of the bred vectors aimed to take into account random observational errors introduced in the 
analysis step. Simulations using these vectors show a remarkable improvement of the performance of the assimilation cycle 
with respect to the one based on the standard bred vectors without random “reseeding”. It is interesting to note that for large 
values of α, when the role of the statistically derived B is small, the augmented system is not able to maintain the error small. 
This indicates that the space spanned by the bred vectors is not large enough to represent all the error directions, and that 
the contribution of the regular part of the assimilation scheme cannot be neglected when using global methods to include 
bred vectors in the data assimilation cycle. This was also observed using local methods (not shown). 

Motivated by the studies performed by Patil et al. (2001) we are presently testing new methods to locally use the bred 
vectors in the data assimilation system. The use of local methods is desirable in order to optimise the information given by 
two or more bred vectors, which may be, for example, positively correlated in one area and negatively correlated in another 
area far away. The background error correlations should vanish beyond a limited horizontal extent, whereas our use of global 
bred vectors implies correlations over the global domain. An example of local use of the bred vectors can be derived as a 
generalization of the method proposed by Kalnay and Toth (1994).  
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Near-Realtime Sea Surface Pressure Fields from
NASA’s SeaWinds Scatterometer and Their Impact in NWP

Shannon R. Davis, Mark A. Bourassa,  R. Atlas, J. Ardizzone, Eugenia Brin
James J. O’Brien, David F. Zierden

1.  Introduction
Spaceborne scatterometers  provide marine surface

wind vector measurements with unprecedented coverage in space
and time. As a result, these instruments can potentially serve as
invaluable tools in operational meteorology as well as  in the
realm of numerical weather prediction. The most recently
launched  satellite scatterometer,   SeaWinds, relays data from
over 94% of the planet’s ice-free oceans in a 24-hour period.
Here the impact of assimilated SeaWinds data upon a numerical
weather models performance is examined in a joint collaboration
betweent the Center for Ocean and Atmospheric Prediction
Studies and NASA’s Data Assimilation office at the Goddard
Space Flight Center.  Particular emphasis devoted to the impact
of assimilated scatterometer-derived sea surface pressures.
Several experiments are conducted using a new NASA/NCAR
finite volume model  to separately  assess the impact of 
assimilated  sea-surface pressure fields derived from SeaWinds
and  assimilated SeaWinds winds themselves. The results from
these experiments are  objectively analyzed and the individual
 impacts of assimilated SeaWinds variables  is compared.

2.  Background
This  study involving the assessment  impact of

assimilated scatterometer-derived pressures in addition to
assimilated scatterometer winds is a significant  departure from
many other earlier  works. With preliminary impact studies made
by  Baker et al. (1984)  and Duffy et al (1984), it was 
established that satellite scatterometer wind data (SeaSAT)  alone
 could provide significant improvements in the surface analyses
for major synoptic events but less of an impact on the analyses
and forecasts for the upper atmospheric levels. In subsequent
studies, several initiatives by   Duffy and Atlas and more recently
by Atlas(2001), demonstrated that the  impact of scatterometer
surface winds from  could be extrapolated vertically by adjusting
the mass of upper levels relative to the adjusted features
observed at the surface. Here,  an alternative technique to
enhancement of  scatterometer data impact  is advanced. Sea-
surface pressures derived from the scatterometer data are
assimilated into the model in place of the wind data itself.
Assuming a relatively hydrostatic state in the atmosphere, surface
pressures represent a three dimensional column of the
atmosphere rather than the two-dimensional equivalent a the sea
surface presented by  the wind  vectors alone. Surface pressure
fields additionally  affect the mass fields of the atmosphere
directly and thus the impact of their assimilation into the model

should be much stronger than that of the winds alone. With the
use of pressures, the issues regarding  complicated boundary
layer physics in a model can be circumvented and so too the need
for any  vertical extrapolation scheme to adjust the model’s upper
atmospheric levels.

The calculation of sea-surface pressures from the
scatterometer wind vectors in this study is made  following the
 works of Harlan and O’Brien (1986), Brown and Zeng (1994),
and ,ost recently Zierdent et. al. (2000). Wind vectors from the
SeaWinds instrument are produced along a regularly gridded
swath that flows. From these wind vectors observations, relative
vorticity is determined following a centered difference scheme
and blended via a variational technique with a geostrophic
vorticity derived from an initial guess/model pressure field.  A
new surface pressure field is solved numerically  using a method
of successive overelaxation.

3.  Data & Instrument
The SeaWinds instrument was launched by NASA in

1999 aboard the sun-synchronous, polar-orbiting satellite,
QuikSCAT. It is a Ku-band scatterometer in  the tradition of its
predecessors SeaSAT and NSCAT, and functions as an active
microwave sensor operating at 13.2 GHz Unlike its predecessors
however, SeaWinds employs twin conically rotating  pencil
beams in its design, thereby improving  the quantity and  quality
of its observations.  With an orbital period of 101 minutes, the
coverage of  SeaWinds is typically 94% of the ice free oceans in
one day.

 Since its launch several different data sets have been
made available to researchers and operational weather centers by
NASA-JPL and NOAA-NESDIS. These include processed 
science quality  and near-realtime wind vectors. Both are
employed in this study to be consistent with previous impact
studies and to suggest the operational viability of using the
SeaWinds winds and wind-derived surface pressures.

4. Model 
     A new Physical Space/ Finite-Volume global  circulation
model was employed in these experiments This model was
developed jointly by  NCAR and the NASA Data Assimillation
Office.  Detailed information about the model is available on the
web at:                                                
http://dao.gsfc.nasa.gov/pages/atbd.html



    
 

Sample Coverage for one Day By the QSCAT SeaWinds
Scatterometer

5. Methodology
    A series of individual experiments are conducted to assess and
compare  the impact of  assimilated SeaWinds-derived pressures
and assimilated SeaWinds surface wind vectors. The
methodology for this impact study follows most closely that
established by Atlas et al (2001) and is outlined graphically in
Figure 2.

6. Results
    Results from the assimilation of one-month of global Seawinds
Pressures are presently being generated at NASA’s Data
Assimilation Office.   Impacts of these pressures on the surface
analysis alone are shown in figure 3, 4, 5,6, and 7.
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 A VARIABLE-RESOLUTION STRETCHED-GRID GENERAL CIRCULATION MODEL
     AND DATA ASSIMILATION SYSTEM WITH MULTIPLE AREAS OF INTEREST:
         STUDYING THE ANOMALOUS REGIONAL CLIMATE EVENTS OF 1998

             Michael S. Fox-Rabinovitz, ESSIC (Earth System Sciences Interdisciplinary Center),
University of Maryland, College Park, MD, and Data Assimilation Office, NASA/Goddard Space
                                            Flight Center, Greenbelt, MD

              Lawrence L. Takacs, and Ravi C. Govindaraju SAIC (Science Applications International
Corporation), 4600 Powder Mill Road, Beltsville, MD 20705-2675, and Data Assimilation Office,
                        NASA/Goddard Space Flight Center, Greenbelt, MD

   The GEOS (Goddard Earth Observing System) stretched-grid (SG) GCM and the GEOS
SG-DAS have been developed and thoroughly tested over the last few years (Fox-Rabinovitz et al.
1997, 2000, 2001, 2002, Fox-Rabinovitz 2000). The model and system are used for regional
climate experiments for seasonal, annual, and multiyear time scales. The following major results
have been recently obtained.
   Introduction of the new design of the stretched grid with multiple areas of interest allowed us to
study simultaneously the variety of anomalous regional climate events of 1998 at mesoscale
resolution. Both the SG-GCM simulation and SG-DAS assimilation products obtained with
enhanced regional resolution are used in the study.
   The new stretched-grid design with multiple (four) areas of interest, one at each global quadrant,
is implemented into both a stretched-grid GCM and a stretched-grid data assimilation system
(DAS). The four areas of interest include: the U.S./Northern Mexico, the El-Nino area/Central
South America, India/China, and the Eastern Indian Ocean/Australia. Both the stretched-grid GCM
and DAS annual (November 1997 through December 1998) integrations are performed with 50 km
regional resolution while the maximum grid interval is about 3 degrees. The moderate stretching is
used. The efficient downscaling to mesoscales is obtained for both the SG-GCM and SG-DAS for
each of the four areas of interest while the consistent interactions between regional and global
scales and the quality of global circulation is preserved. This is the advantage of the stretched-grid
approach.
   Also, the hurricanes, typhoons, and severe storms for the areas of interest and their vicinities are
produced with the GEOS SG-DAS.
   The areas of interest with enhanced regional resolution are located within each global quadrant
that makes the grid-point global distribution more homogeneous than that of the original stretched
grid design with one area of interest. Such homogeneity of a grid-point distribution affects
positively the overall quality of global simulated and assimilated products.
   The global fields and diagnostics are well reproduced by the SG-GCM simulation and SG-DAS
assimilation. Their spectra are very close for all spectral ranges: the long-, medium-, and short-
wave ones. The spectra are also close to that of the reference1x1 degree ECMWF reanalyses except
for the shortest waves or mesoscales for which the stretched-grid spectra show larger energy due to
higher resolution used for the large regions of interest.



   The global zonal mean vertical distributions of prognostic variables are close to those of the
reference 1x1 degree ECMWF reanalyses. The same is true for horizontal distributions of the
prognostic and diagnostic fields. All that confirms that the high quality global characteristics are
obtained for simulated and assimilated fields.
   The simulated and assimilated anomalous regional climate events of 1998 include: the spring
(April-June) flooding in the Midwest and Northeast and the drought in southeastern U.S.; the
December-1997 - May-1998 Mexican drought; the Indian summer (June-September) monsoon; the
severe summer (June-September) flooding in China; anomalous precipitation over Australia;
anomalous March-May precipitation over South America; and precipitation over the African Sahel
region. The above event simulation and data assimilation captured the major anomalies at medium
and mesoscale resolution.
      For all of the events the simulated and assimilated precipitation and/or precipitation anomaly
patterns appeared to be close to each other and also close in many details to gauge precipitation
data. Simulated precipitation is sometimes overestimated compared to that of assimilated or gauge
data precipitation especially outside the areas of interest. Assimilated precipitation compares
generally well with gauge data. The mesoscale features are adequately produced for both simulated
and assimilated precipitation.
   Other diagnostic and prognostic variables at different levels compare well with verifying data. All
that shows the success of stretched-grid simulation and assimilation in terms of the efficient
downscaling to realistic mesoscales.
   The overall conclusion is that the SG-GCM simulation and SG-DAS assimilation produced
realistic global and especially regional products that adequately represent the various anomalous
regional climate events occurred in1998. Evidently, the quality of assimilated products is higher
than that of simulated ones.
   The obtained results show that both the SG-GCM and SG-DAS with multiple areas of interest are
viable practical tools for simultaneous high-resolution simulations and data assimilations of
regional climate events in all four global quadrants.
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Improving Global Analysis and Forecast Using Microwave-based Rain and Moisture Data 
 
 Arthur Y. Hou, Sara Q. Zhang, Arlindo M. da Silva 
 
 Data Assimilation Office, NASA Goddard Space Flight Center, Greenbelt, MD 20771, USA 
 E-mail: arthur.hou@gsfc.nasa.gov 
 
Analyses produced by global data assimilation systems currently contain significant errors in 
primary hydrological fields such as precipitation and evaporation, especially in the tropics. 
Rainfall estimates derived from space-borne passive microwave sensors can provide valuable 
pattern and intensity information on precipitation for improving global analysis and forecast. At 
the Data Assimilation Office at NASA Goddard Space Flight Center, we have been exploring the 
use of innovative techniques to assimilate rainfall and total precipitable water (TPW) data 
provided by the TRMM Microwave Imager (TMI) and Special Sensor Microwave/Imager 
(SSM/I) instruments. Results show that variational assimilation of 6-h averaged surface rain rate 
and TPW using the moisture tendency of the forecast model as a control variable significantly 
improves not only the hydrological fields but also key climate parameters such as clouds, 
radiation, and tropospheric moisture in the analysis produced by the Goddard Earth Observing 
System (GEOS) Data Assimilation System. The improved analysis also yields improved short-
range forecasts in the tropics.  
 
Figure 1 shows the impact of assimilating 6-hour averaged TMI and SSM/I rainfall and TPW on 
GEOS analysis at 1o x 1o horizontal resolution for January 1998. The improved precipitation in 
the tropics effectively reduces the monthly-mean bias and standard deviation errors in the 
outgoing longwave radiation (OLR), which was not assimilated but used for independent 
verification. Since current global analyses contain significant errors in hydrological parameters, 
the result that rainfall assimilation improves not only precipitation but also related fields such as 
cloud and radiation has important implications. It identifies precipitation as a key observation 
type for improving the quality and usefulness of global analyses for understanding the earth’s 
water and energy cycles. 
 
The improved analysis with rainfall data also provides better initial conditions for storm-track 
and quantitative precipitation forecasts (QPF), as shown in Fig. 2 for Hurricane Bonnie. Results 
from 5-day ensemble forecasts show systematic improvements in precipitation, divergent winds 
and geopotential heights in the tropics. These results suggest that rainfall assimilation has the 
potential to significantly improve weather forecasting skills. 
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global analysis and short-range forecast using rainfall and moisture observations derived from 
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Figure 1. GEOS assimilation results with and without TMI and SSM/I observations for January 1998. Left panels 
show errors in the monthly-mean tropical precipitation fields verified against GPCP combined Satellite-gauge 
estimate: Top is the difference between the GEOS control (without rainfall and TPW data) and GPCP. Bottom is the 
corresponding error in GEOS assimilation with rainfall and TPW data. Right panels show the impact on the 
outgoing longwave radiation (OLR) verified against CERES/TRMM measurements. Percentage changes in the 
tropical-mean error standard deviation relative to the GEOS control are given in parentheses. 
 

 
 
Figure 2. Improved storm track forecasts and QPF Equitable Threat Scores for Hurricane Bonnie. The left panel 
shows that the 5-day storm track forecast initialized with 1o x 1o GEOS analysis containing TMI and SSM/I rainfall 
data (blue) is in close agreement with the best track analysis from NOAA. The track from the control experiment is 
shown in green. The forecasts are initialized at 12:00 on 20 August 1998. The right panel shows the consistently 
higher Equitable Threat Scores for Day 3 precipitation forecast (red) initialized by the analysis with rainfall data. 
Results for the control experiment are shown in blue. A higher Threat Score corresponds to greater forecast skills. 



One month cycle experiments of
the JMA mesoscale 4-dimensonal variational data assimilation (4D-Var) system

Yoshihiro Ishikawa and Ko Koizumi*

Numerical Prediction Division, Japan Meteorological Agency

   The JMA is developing a 4-dimensional variational data assimilation (4D-Var) system for a
hydrostatic mesoscale model (MSM) with a horizontal resolution of 10km and 40 vertical levels.
The system becomes operational from March 2002 with three-hour assimilation windows. Since it is
aimed to provide MSM products within one and half hours from observation times, an incremental
approach is taken to save computational time, using a 20km version of MSM for inner loop
calculation of 4D-Var. The adjoint model includes simplified physics. Assimilated data are
radiosonde, synop, ship, buoy, airep, wind-profiler and radar-AMeDAS precipitation data.
   In order to evaluate the total performance of 4D-Var in the operational environment, 3-hour
forecast-analysis cycle experiments were performed for one month period of June and September
2001. 18-hour forecasts were made four times a day (00, 06, 12 and 18 UTC initials). The root mean
square errors (RMSE) of 120 forecasts were calculated for each month against radiosonde
observations in Japan and threat scores were also calculated for precipitation forecasts evaluation.
These scores were compared with those of the routine forecasts which employ the one-hour cycle
optimal interpolation and physical initialization as an analysis method during the last three-hour
period preceding to the initial time.
   Fig. 1 shows threat scores of 10mm/3hour calculated against 40km-averaged radar-AMeDAS
precipitation analysis data. The scores of 4D-Var surpass those of routine forecasts for every forecast
time of both June and September.
  Fig. 2 shows RMSEs of 500hPa heights and 850hPa temperature of June 2001. The RMSEs of
4D-Var forecasts are smaller except for the 500hPa height error at FT=0, the reason of which is
supposed to be that temperature data of radiosondes are used for assimilation, not geopotential height
data. Although the error at FT=0 is slightly larger, the errors are smaller at the other forecast times,
which indicates that the 4D-Var analysis has a better quality than the routine analysis. The RMSEs of
September also have similar improvements over the routine analysis (not shown).
  Fig. 3 shows an example of precipitation forecast. In this case, a typhoon (T0115) was
approaching and heavy rain areas appeared in the southern coastal region of Japan. The forecast
from 4D-Var shows a good agreement with the observation.
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Fig. 1 Threat scores of 10mm/3hour (left: June 2001, right September 2001). Solid lines are scores
of 4D-Var and dashed lines are those of routine forecasts.
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Fig.2 Root mean square errors of 500hPa geopotential height (left) and 850hPa temperature against
radiosonde data. Solid lines are scores of 4D-Var and dashed lines are those of routine forecasts.

Fig.3 Three-hour precipitation amount in 03-06 UTC 10 September 2001. Initial time of forecasts is
12 UTC 09 September 2001 (FT=15-18).
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Assimilation of cloud- and land-affected satellite sounding data at the
Data Assimilation Office

Joanna Joiner, Donald Frank, and Arlindo da Silva
NASA Goddard Space Flight Center Data Assimilation Office

(jjoiner@dao.gsfc.nasa.gov)

     Satellit e data from passive microwave and infrared sounders consistently improve
forecasts and analyses in data assimilation systems. However, most numerical weather
prediction (NWP) centers use only a small fraction of the data available from these
instruments. In particular, NWP centers often exclude data from infrared instruments,
which are affected by clouds more than are microwave sensors. Similarly, most NWP
centers omit data from land-affected channels.
     Sensitive areas for medium-range forecasts are frequently cloudy. Clouds affect ~80%
of infrared pixels from the Advanced TIROS Operational Vertical Sounder (ATOVS)
flying on NOAA weather satellit es. Conservative cloud detection schemes may declare
90% or more pixels as cloud-contaminated.
     The next generation of infrared kilo-channel sounders offers more information than
the current ATOVS infrared sounding instrument. This next generation includes the
Atmospheric Infrared Sounder (AIRS), which will fly on the NASA EOS Aqua satellit e.
Our abilit y to use land- and cloud-affected data from these instruments may increase their
impact on forecasting capabiliti es.
     Several methods exist for utili zing cloud-affected data in a data assimilation system.
These include (1) directly assimilating the cloudy radiances and (2) assimilating cloud-
cleared radiances. Direct assimilation of cloudy radiances is very challenging, as it
requires reasonably accurate model-generated clouds and a fast and accurate radiative
transfer model. At the NASA Data Assimilation Off ice (DAO), we examined the latter
approach.
     Assimilating cloud-cleared radiances involves estimating the clear-column radiance
that would have been observed in the absence of cloud. We examined the effectiveness of
this approach using the DAO¹s next-generation finite-volume Data Assimilation (fvDAS)
with a 1D variational radiance assimilation scheme. This system simultaneously performs
cloud-clearing and retrieves information about temperature, humidity, ozone, and surface
parameters including the surface skin temperature.
          The fvDAS experimental setup was at a resolution of 2° latitude × 2.5° longitude
for the month of August 1999 with a 2 week spin-up.  We conducted a series of
experiments using different ATOVS data: 1) DAO CC (includes cloud-cleared data) 2)
DAO CLR (clear data only) 3) NESDIS (operational retrievals).  One major caveat is that
the DAO experiments used the NOAA 15 satellit e with the Advanced Microwave
Sounding Unit (AMSU) whereas the NESDIS experiment did not.



           
     Figure 1 shows the spatial RMS of the bias and the standard deviation of the
radiosonde observed minus 6 hour forecast residuals for heights. Both the DAO CC and
DAO CLR have substantially less height bias.  The DAO CC has a smaller bias in height
in all regions except Asia (NE), where the type of radiosonde used has known
temperature bias. Improvements in 5 day forecasts with DAO CC were also achieved.
Similar experiments were conducted with and without land-affected channels. A positive
but smaller impact was shown on the 6-hour forecast heights.

Figure 1: Spatial RMS of the bias (left) and standard deviation (right) of
radiosonde observed heights minus 6 hour forecast residuals averaged over
August 1999. Red: DAO CC; Blue: DAO CLR; Green: NESDIS



BRED VECTORS, LYAPUNOV VECTORS, AND DATA ASSIMILATION 
Eugenia Kalnay1, Matteo Corazza1,2, and Ming Cai1 

1University of Maryland, College Park, MD 20742, ekalnay@atmos.umd.edu 
2INFM- DIFI, Universita di Genova, 16146 Genova, Italy 

 
Regional loss of predictability is usually an indication of the presence of a regional instability of the 

underlying flow, where small errors in the initial conditions (or imperfections in the model) grow to large 
amplitudes in finite times. The stability properties of evolving flows have been studied using Lyapunov 
vectors (e.g., Alligood et al, 1996, Ott, 1993, Kalnay, 2002), singular vectors (e.g., Lorenz, 1965, Farrell, 
1988, Molteni and Palmer, 1993), and, more recently, with bred vectors (e.g., Szunyogh et al, 1997, Cai et 
al, 2002). Bred vectors (BVs) are, by construction, closely related to Lyapunov vectors (LVs). In fact, after an 
infinitely long breeding time, and with the use of infinitesimal amplitudes, bred vectors are identical to 
leading Lyapunov vectors. In practical applications, however, bred vectors are different from Lyapunov 
vectors in two important ways: a) bred vectors are never globally orthogonalized and are intrinsically local in 
space and time, and b) they are finite-amplitude, finite-time vectors. These two differences are very 
significant in a dynamical system like the atmosphere whose size is very large. For example, there is "room" 
in the atmosphere for several synoptic scale instabilities (e.g., storms) to develop independently in different 
regions (say, North America and Australia), and there are several different possible types of instabilities 
(such as barotropic, baroclinic, convective, and even Brownian motion), each of them characterized by finite 
lifetimes. For such a large, complex system, the notion of waiting an infinite time to obtain a single globally 
dominant Lyapunov vector does not seem to make physical sense. 

Bred vectors share some of their properties with leading LVs (Corazza et al, 2001a, 2001b, Toth 
and Kalnay, 1993, 1997, Cai et al, 2001): 1) Bred vectors are independent of the norm used to define the 
size of the perturbation. Corazza et al. (2001) showed that bred vectors obtained using a potential enstrophy 
norm were indistinguishable from bred vectors obtained using a streamfunction squared norm, in striking 
contrast with singular vectors. 2) Bred vectors are independent of the length of the rescaling period as long 
as the perturbations remain approximately linear (for example, for atmospheric models the interval for 
rescaling could be varied between a single time step and 1-2 days without affecting qualitatively the 
characteristics of the bred vectors).  

However, the finite-amplitude, finite-time, and lack of orthogonalization properties of the BVs 
introduce important differences with LVs: 

1) In regions that undergo strong instabilities, the bred vectors tend to be locally dominated by 
simple, low-dimensional structures. Patil et al (2001) showed that the BV-dim, 
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where  are the square roots of the eigenvalues of the local BV covariance matrix, gives a good estimate 
of the number of dominant directions (shapes) of the local k bred vectors. They showed that the regions with 
low dimensionality cover about 20% of the atmosphere. They also found that these low-dimensionality 
regions have a very well defined vertical structure, and a typical lifetime of 3-7 days. The low dimensionality 
identifies regions where the instability of the basic flow has manifested itself in a low number of preferred 
directions of perturbation growth. 

iσ

2) Using a Quasi-Geostrophic simulation system of data assimilation developed by Morss (1999), 
Corazza et al (2001a, b) found that bred vectors have structures that closely resemble the errors of the short 
forecasts used as first guess (background errors), which in turn dominate the local analysis errors. This is 
especially true in regions of low dimensionality, which is not surprising if these are unstable regions where 
errors grow in preferred shapes. 

3) The number of bred vectors needed to represent the unstable subspace in the QG system is 
small (about 6-10). This was shown by computing the local BV-dim as a function of the number of 
independent bred vectors. Convergence in the local dimension starts to occur at about 6 BVs, and is 
essentially complete when the number of vectors is about 10-15 (Corazza et al, 2001a). This should be 
contrasted with the results of Snyder and Joly (1998) and Palmer et al (1998) who showed that hundreds of 
Lyapunov vectors with positive Lyapunov exponents are needed to represent the attractor of the system in 
quasi-geostrophic models. 

4) Since only a few bred vectors are needed, and background errors project strongly in the 
subspace of bred vectors, Corazza et al (2001b) were able to develop cost-efficient methods to improve the 
3D-Var data assimilation by adding to the background error covariance terms proportional to the outer 



product of the bred vectors, thus representing the "errors of the day". This approach led to a reduction of 
analysis error variance of about 40% at very low cost. 

5) The finite amplitude of the BVs provides a natural filter of fast but irrelevant instabilities due to 
nonlinear stauration. As shown by Lorenz (1996) Lyapunov vectors (and singular vectors) of models 
including these physical phenomena would be dominated by the fast but small amplitude instabilities, unless 
they are explicitly excluded from the linearized models.  

6) Every bred vector is qualitatively similar to the locally leading LV. LVs beyond the leading LV are 
obtained by orthogonalization after each time step with respect to the previous LVs subspace. The 
orthogonalization requires the introduction of a norm. Using an enstrophy norm, the successive LVs have 
larger and larger horizontal scales, and a choice of a stream function norm would lead to successively 
smaller scales in the LVs. Beyond the first few LVs, there is little qualitative similarity between the 
background errors and the LVs. 

In summary, in a system like the atmosphere with enough physical space for several independent 
local instabilities, BVs and LVs share some properties but they also have significant differences. BV are 
finite-amplitude, finite-time, and because they are not globally orthogonalized, they have local properties in 
space. Bred vectors are akin to the leading LV, but bred vectors derived from different arbitrary initial 
perturbations remain distinct from each other, instead of collapsing into a single leading vector, presumably 
because the nonlinear terms and physical parameterizations introduce sufficient stochastic forcing to avoid 
such convergence. As a result, there is no need for global orthogonalization, and the number of bred vectors 
required to describe the natural instabilities in an atmospheric system (from a local point of view) is much 
smaller than the number of Lyapunov vectors with positive Lyapunov exponents. The BVs are independent 
of the norm, whereas the LVs beyond the first one do depend on the choice of norm: for example, they 
become larger in scale with a vorticity norm, and smaller with a stream function norm. 

These properties of BVs result in significant advantages for data assimilation and ensemble 
forecasting for the atmosphere. Errors in the analysis have structures very similar to bred vectors, and it is 
found that they project very strongly on the subspace of a few bred vectors. This is not true for either 
Lyapunov vectors beyond the leading LVs, or for singular vectors unless they are constructed with a norm 
based on the analysis error covariance matrix (or a bred vector covariance). The similarity between bred 
vectors and analysis errors leads to the ability to include "errors of the day" in the background error 
covariance and a significant improvement of the analysis beyond 3D-Var at a very low cost (Corazza et al, 
2001b).  
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Application of the Kalman filter theory to the problem of meteorological data assimilation for the 
present-day prognostic models is a task whose realization is difficult because of a high order of 
covariance matrices occurring during this process. At the same time, the atmospheric dynamics is 
described by particular prognostic equations whose characteristics are well investigated. Besides in 
the turbulent theory the known analytical equations for structural functions of fields of temperature 
and wind are received. 
A simplified model for calculating the covariance matrices of homogeneous isotropic stochastic 
fields of forecast errors is proposed in [4]. For a local covariance of forecast errors between two 
specified points an analytical equation is obtained that is made by analogy with the derivation of 
equations for the structural functions in the turbulent theory. 
Let's name as an error of the forecast a deviation of forecast fields from "true", thus we shall 
consider, that the errors of the forecast depend only on errors in the initial data. Let "true" state of an 
atmosphere is described by the baroclinic adiabatic model of atmosphere for a region based on the 
primitive equations, in  coordinate system [7]. ( , , )x y p
The important feature of numerical algorithm of realization of the given model is the application of 
idea of G.I. Marchuk of splitting of the dynamic operator of mathematical model on physical 
processes. In this case at the first stage the system of the equations of advection of mass and 
temperature along trajectories of motion and on second - system of the equations of adaptation of a 
wind and geopotential fields are solved. 
Let's consider system of the prognostic equations on a time interval . Let . 1( , )k kt t +

% ( ), ( )k ku u t v v t= =%

Let's designate through δ δ errors of the forecast of wind field (  and geopotetial , 
accordingly. The equations for covariances of the forecast errors of a field δ  between two points 
with coordinates  and  are obtained by analogy with the derivation 
given in [6]: 
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The equations for covariances of other fields are similar. 
From the turbulent theory it is known, that the homogeneous isotropicе field of wind velocity in an 
incompressible fluid does not correlate with any scalar field [6]. 
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Hence, if we assume that stochastic fields of forecast errors are homogeneous and isotropic, the 
terms with a gradient of geopotential in the equations for covariances are rejected. 
If to follow idea of splitting of the dynamic operator of mathematical model on a step of advection 
on trajectories and step of adaptation of the meteorological fields, at a stage of adaptation in the 
appropriate equations the terms with a gradient of geopotential thus should be rejected, and so in 
system of the equations of adaptation there are only terms with the Coriolis force. 
The account of Coriolis force means turn of a vector of horizontal wind velocity U u , and, as 
in homogeneous isotropic stochastic field all density of distribution by definition do not depend on 
any turn, those terms with Coriolis force in system of the equations of adaptation should be rejected 
too. Thus, dynamics of covariances of errors of the forecast, in case they are homogeneous and 
isotropic, on a small time interval is described by model of advection of substation on 
trajectories of particles. 

( , )v=

1( , )k kt t +

The model developed is used to calculate the covariance of homogeneous isotropic stochastic fields 
of forecast errors. 
Such simplification does not lower essentially order of considered matrices, so the simplified model 
was obtained under the following additional assumptions: 
• the calculation of the forecast error covariances is carred out for the vertical normal modes of 

the prognistic model; 
• the calculation of the forecast error covariances is based on the assumption that the errors of 

vertical normal modes do not correlate; 
• the background fields of velocity components in the advection operator do not depend on 

vertical coordinate  (i.e., the background flow is close to barotropic). p
The main results are published in [1-5]. This work is supported by the Grant of the Government 
Support for the Leading Scientific Schools N 00-15-98543 and the Integration Grant of SB RAS N 
64. 
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1. INTRODUCTION

Extended-range weather prediction depends in a crucial way

on skill at forecasting the duration of a blocking event or

other persistent anomaly that is under way at initial forecast

time. The ability to forecast the subsequent onset of another

persistent anomaly—after the break of the current one—has

proven even more elusive.

To address this crucial problem, we study the application of

advanced data assimilation methods on predicting the

transitions between atmospheric weather regimes. Marshall

and Molteni’s (1993) three-level quasi-geostrophic (QG)

model in spherical geometry has been shown to have a fairly

realistic climatology and exhibit multiple regimes that bear

some resemblance to those found in observations. Using this

model, we study the transition mechanism between such

regimes.

2. CLUSTERING ANALYSIS

The dataset for analysis was obtained from an 18,000-day

perpetual-winter simulation of our QG model — whose three

levels are at 200 mb, 500 mb and 800 mb — on a T21 (64 x

34) grid. In order to examine the phase-space structure of

atmospheric dynamics in such a high-dimensional system, it

is necessary to reduce the dataset’s dimensionality. For this

purpose, we apply empirical orthogonal function (EOF)

analysis to the unfiltered 500-mb level streamfunction

anomalies in the Northern Hemisphere (NH), where the

gridded data points are weighted by the cosine of their

latitudes. The leading 10 EOFs are responsible for 47% of the

variance of the dataset, the first mode capturing 11%, and the

second 6%.

In order to objectively identify weather regimes in the QG

model simulation, we apply two independent clustering

techniques and compare the results (see Table 1 of Ghil and

Robertson 2001). One technique is the k-means algorithm

used by Michelangeli et al. (1995) and the other is the

Gaussian mixture model used by Smyth et al. (1999) for the

classification of NH weather regimes in observed geopotential

height fields.

For a given number d of leading EOFs, both techniques

provide the number of clusters k and the cluster centroids in a

d-dimensional subspace of the model’s phase space. We want

each cluster to correspond to a weather regime of the QG

model's physical space. Therefore it is critical for our study to

optimize the classification into clusters over various

subspaces.

The classifiability index of the k-means algorithm measures

the stability of the cluster solutions as a function of k, across

different initial (random) seeds of the algorithm, based on the

correlation between the cluster centroids. The classifiability

index of the QG model simulation is very high for both k = 4

and k = 3. We thus conclude that the k-means algorithm alone

cannot identify the optimal clusters of the QG model

The Gaussian mixture model uses a linear combination of k

Gaussian density functions. Unlike the k-means algorithm,

each data point in the d-dimensional space can have a degree

of membership in several clusters, depending on its position

with respect to the centroid and the weight of a cluster (Smyth

et al. 1999).

According to the cross-validated log-likelihood criterion the

mixture model consistently gives k = 6, which is higher than

the values k = 3 or 4 obtained by the k-means algorithm.

Hannachi and O’Neill (2001) found that the Gaussian mixture

model tends to overfit the clusters when the distribution of the

data is not Gaussian. This is the case here, too. In fact, when

using either half of the entire dataset, the cross-validated log-

likelihood suggests a higher probability for k = 4 and 5 than

for k = 6

Next, we compare the anomaly maps of the centroids

produced by the two methods (see, for instance, Table 2 in

Robertson and Ghil 1999).
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Fig.1: Probability density function of the QG model’s 500-mb

stream function field, as estimated by the mixture model for k

= 4 and d = 5 and projected onto the plane spanned by EOF-1

and EOF-2.

To do so, we compute the pattern correlation coefficients of

the cluster centroids in physical space for pairs of visually

similar streamfunction anomaly maps produced by the two

clustering techniques and compare the results for different

values of k. We obtain the maps that correspond to the cluster

centroids in the d-dimensional subspace by computing the

EOF expansion of the 500-mb streamfunction field, i.e. the

QG model’s second level, truncated at d = 10.

The best agreement was found between the two methods for



 k = 4 for all values of d. We conclude, therefore, that k = 4

yields the optimal set of clusters for our QG model. The 500-

mb streamfunction anomaly maps obtained by the k-means

method for the cluster centroids shown in Figure 1 are plotted

in Figure 2.

Fig. 2: Streamfunction anomaly maps of cluster centroids

obtained by the k-means algorithm, for d = 5 and k = 4. Land

masses are shaded.

Each of the regimes in Figure 2 represents one of the opposite

phases of two spatial patterns. Clusters c and d capture the

two extreme phases of the North-Atlantic Oscillation (NAO),

while their patterns outside the Atlantic sector complete a NH

wavenumber-three pattern. Clusters a  and b have a central

feature that extends over the whole Arctic and is rather

zonally symmetric, with a substantial wavenumber-four

component. It thus has certain features in common with the

Arctic Oscillation (Thompson and Wallace 1998) and with

Mo and Ghil’s (1988) North-South seesaw. We denote these

four regimes by AO+ (panel a), AO
– 

(panel b), NAO+ (panel

c) and NAO
– (panel d).

3. PREFERRED TRANSITIONS

Using the clustering results for k = 4, the Markov chain of

transitions between the four regimes is obtained. In the d-

dimensional space, each weather regime is defined by the

ellipsoid of covariance around the centroid, whose semi-axes

equal the corresponding eigenvalues, as shown in Figure 1. A

data point is assigned to a weather regime if it lies within the

corresponding ellipsoid. If a data point belongs to several

ellipsoids, we assign it according to the maximum probability

value.

The preferred transition paths between the four regimes are

shown in the Table 1.

AO+
AO

– NAO+
NAO

–

AO+ 0.24 0.01 0.34 0.40

AO
– 0.02 0.51 0.07 0.39

NAO+ 0.49 0.06 0.25 0.21

NAO
– 0.40 0.17 0.22 0.21

Table 1: Transition probabilities estimated using mixture

models regimes for d=5; transitions that are significant at 95%

are in bold (Vautard et al. 1990).

Three of the four regimes have highly statistically significant

reinjection rates. Aside from these bold diagonal entries in the

table, we note that a strong preferential path leads from both

the zonal sectorial regime NAO+ and the blocked NAO
– to

the high-index hemispheric regime AO+, as well as from the

NAO
– to the low-index AO

–
. The opposite transitions from

AO+ to NAO+ and NAO
–

, and from AO
–

 to NAO
–

 are also

highly significant. A preferential cycle connects, moreover,

the sectorially blocked and zonal regimes NAO
–

 to NAO+

and back. The hemispheric regimes AO
–

 and AO+, however,

are not directly connected to each other. This is because AO
–

and AO+ are separated by NAO
–

 and NAO+ in the

probability density function (Fig. 1).

4. DATA ASSIMILATION USING PSAS

We use NASA Goddard’s Physical-Space Statistical System

(PSAS; Cohn et al. 1998) data assimilation framework to

carry out identical-twin experiments with our QG model. The

purpose of these experiments is to clarify the physical

mechanisms of the regime transitions captured in Table 1.

Synthetic observations are simulated to correspond to both

conventional and satellite networks. Their effects on

pinpointing the transitions between regimes and capturing

their causal mechanisms are evaluated. Implications of

observing system design on extended-range prediction in the

model are discussed.

More complete version of this communication can be found at

http://www.atmos.ucla.edu/tcd/MG/mg_ref_preprints.html .
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Experiments to study the impact of scatterometer winds on forecasting tropical 

cyclones were carried out using the Advanced Regional Prediction System (ARPS), a 
non-hydrostatic modelling system originally developed by the Center for Analysis and 
Prediction of Storms in the United States (Xue et al., 2000).  Data were assimilated using the 
Bratseth method of successive correction type (Brewster, 1996).  Besides conventional and 
QuikSCAT data, local observations from radar, automatic weather stations and wind profilers 
were also ingested.  The model was run at 6-km resolution in the inner domain and was 
one-way nested to the outer 30-km model; both were set up with 40 vertical levels.  

 
Tropical cyclones Utor (0104) and Yutu (0107) over the South China Sea in 2001 

were used as test cases.  The radii of strong, gale or storm force winds in different quadrants 
were objectively derived from the model’s analyzed and predicted surface wind fields.  In 
the case of Utor, the inclusion of QuikSCAT data produced a much more realistic distribution 
of high winds in the model analysis, particularly in the depiction of gale force winds over the 
northwestern quadrant of the cyclone circulation (Fig. 1).  The onset of northwesterly gales 
in Hong Kong later that evening was consistent with the analysis containing QuikSCAT 
information.  In the case of Yutu, unreliable QuikSCAT data in the proximity of land could 
have led to the displacement of the analyzed cyclone centre from its best track position prior 
to Yutu’s landfall.  This shows that rigorous quality control of QuikSCAT data is essential, 
especially when cyclones approach the coastal region. 

 
Effects of tropical cyclone bogus data on the initial vortex representation in the 

presence of QuikSCAT data were also examined.  The resultant analyses were quite sensitive 
to the inclusion of bogus data in some cases; e.g. the location and the strength of maximum 
winds showed significant differences in the analysis of Utor on the morning of 5 July 2001 
(Fig. 2).  It poses the question of whether or not bogus data should be dispensed with as 
more frequent and wider coverage of scatterometer wind data become available in the future. 

 
Although improvement in surface wind distribution was found in the model analysis 

with the ingestion of QuikSCAT wind data, no significant difference was observed in the 
model forecasts more than a few hours ahead.  For a more effective application of 
scatterometer winds in the model prediction of tropical cyclones, incorporation of retrieved 
sea surface pressure data into the model analysis will be explored.   
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Fig.1  ARPS surface wind analyses for 12 UTC 5 July 2001: without QuikSCAT (left panels) 

and with QuikSCAT (right panels).  Model resolution is 30 km in (a), (b) and 6 km in 
(c), (d).  Isotach contours of 11.5 m/s (strong wind) and 17.5 m/s (gale) are highlighted 
in bold black and red respectively.  Six-hourly best track positions of Utor analyzed by 
the Hong Kong Observatory are dotted along the solid line, with dated circles marking 
the daily positions at 00 UTC. 
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Fig.2  ARPS surface wind analyses for 00 UTC 5 July 2001: (a) with TC bogus and (b) 

without TC bogus.  QuikSCAT data were used in both analyses. 



Developments in the Met Office 3DVar Scheme
for the UK Mesoscale Model

by
B. Macpherson,  S. A. Harcourt,  N. B. Ingleby,  R. J. Renshaw,

A. J. Maycock,  B. V. Chalcraft,  S. Anderson,  M. Sharpe,  C. A. Parrett
NWP Division, Met Office, Bracknell, UK. (email:  bruce.macpherson@metoffice.com)

Since its operational implementation in October 1999, described by Andrews et al. (2000), the Met Office
Mesoscale 3DVar scheme (Mes 3DVar) has undergone two main upgrades.  The first was implemented
in June 2000, the second in February 2001.

Of the numerous ingredients in the June 2000 package, the most significant was an improved
representation of forecast error covariances.  The covariance statistics are based on summer and winter
data, instead of just winter data, as previously.  They use ‘Rotated Kinetic Energy Vertical Modes’, which
replaced unrotated streamfunction and velocity potential vertical modes. This resulted in sharper vertical
wind correlations in better agreement with observation. An error in the horizontal spectrum was corrected,
which gave unrealistically short horizontal scales, especially in the upper-air.  Horizontal scales for wind
and temperature were increased further, based on analysis of forecast difference statistics.  The
streamfunction and velocity potential variances were scaled to give a less divergent wind increment, which
should be retained better by the model.  Other ingredients included improved observation processing of
surface pressure, as already implemented in the global model, and restored use of hourly synops, taking
advantage of the availability of time interpolated model background values.

A  trial of this package showed a systematic slight improvement in precipitation forecasts at each threshold
and forecast time up to t+24 (Figure 1).

The February 2001 package had several components: introduction of a soil temperature increment,
assimilation of selected wind profiler data and assimilation of higher density Meteosat wind data. The soil
temperature increment is equal to the atmospheric temperature increment at the lowest model level.  It is
added to the surface temperature, T* and the top deep soil temperature level.  Objective verification showed
a systematic improvement in screen temperature forecasts up to t+24 (Figure 2).  Screen relative humidity
errors were also reduced.

Wind profiler data is thinned in time to one report per hour.  Monitoring statistics have guided the data
selection.  The Aberystwyth profiler (03501) is used above 700hPa. The 4 UK boundary layer profilers
at Aber (03500), Camborne (03807), Dunkeswell (03840) and Wattisham (03591) are used below 500
hPa.  The Swedish weather radar VAD profiler at Leksand (02430) is used below 500 hPa, along with the
profilers at Cabauw (06348), Basel (06601) and La Ferte Vidame (07112, above 700 hPa).  For quality
control, the initial probability of gross error, PGE = 0.05 generally, but is higher (0.1) for La Ferte Vidame
and Basel.

Higher density Meteosat wind data have replaced low resolution 6-hourly NESDIS SATOB satellite
winds.  The EUMETSAT data are available every 90 minutes.  Coverage after quality control is improved
from ~20 to 100+ data per run, including more in the Biscay area.  Most of the extra data are in the 100-
400hPa band.
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Figure 1:  Verification of 6-hourly precipitation accumulations v radar data (at 4 different thresholds)
for the ’June 2000 Mes 3DVar package’, labelled ’TRIAL’, against operational forecasts, labelled ’OPER’.
Equitable Threat Score (ETS) as function of forecast time, averaged over 35 forecasts from April 2000.

Figure 2:  Root-mean-square error in screen temperature as a function of forecast time for the ’February
2001 Mes 3DVar package’, labelled ’TRIAL’, against OPERATIONAL forecasts.  The results are averaged
over 80 forecasts in a 3 week period in December 2000 and January 2001. Verification at all UK stations.



Incremental Digital-Filtering Initialization of GME in Vertical Mode Space
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Since October 4, 1999 an incremental digital filtering initialization (IDFI, Lynch, 1997) is applied
during the data assimilation of the operational icosahedral-hexagonal grid point model GME
(Majewski et al., 2002). The IDFI should only work on the analysis increments, thus the balanced
first guess of the model should not be altered at all but IDFI should modify the analysed fields
only in those regions where observations have disrupted this balance.

The IDFI consists of the following three steps
•  A DFI (Digital Filtering Initialization) is performed on the 6-hour first guess fields

→ (FG)DFI. The DFI consists of a 3-h adiabatic backward integration of GME, followed by a
3-h diabatic forward one.

•  A DFI is performed on the analysed fields → (ANA)DFI = (FG)DFI + (INCR)DFI, where INCR
is the analysis increment. In regions without any observations the analysis increment van-
ishes.

•  The incrementally initialized analysis is defined as (ANA)IDFI = FG + (ANA)DFI  - (FG)DFI =
FG + (INCR)DFI.

Thus in regions without observations the balanced FG of GME should not be altered.

But even though IDFI is quite effective in removing the initial noise from the forecast, the impact
of the initialization on the analysed fields seems to be unreasonably large in some data sparse ar-
eas like the oceanic boundary layer or the free atmosphere in convectively unstable situations.
The modification of the analysed fields by the IDFI in these regions are mostly due to physical
processes like turbulence or convection in the 3-h diabatic forward step of the filtering procedure.
If data lead to a modified vertical stability compared to the first guess fields, convective and tur-
bulent processes may be different between the steps (FG)DFI and (ANA)DFI. Thus (INCR)DFI =
(ANA)DFI - (FG)DFI will not only reflect the changes of the analysis which are necessary to control
noise in the forecast but also changes due to the adaptation of the model atmosphere to the modi-
fied stratification.

To further restrict the impact of IDFI on the analysed fields to noise control alone, the filtering,
i.e. the steps (ANA)DFI  and (FG)DFI  is performed in vertical mode space. Only the external mode
plus the first nine internal ones are filtered, all higher internal modes which represent e.g. bound-
ary layer processes are taken unchanged from the analysed values. Moreover, relative humidity
and cloud liquid water are reset to their analysed values, too, to reduce the impact of IDFI on the
hydrological cycle. This modified IDFI scheme has the same properties regarding noise control as
the original one but the impact on fields like temperature at 850 hPa and low level winds (Fig. 1
a, b, c and d) is smaller. Since June 12, 2001 the IDFI in vertical mode space is used operation-
ally.

Lynch, P., 1997: The Dolph-Chebyshev window: A simple optimal filter. Mon. Wea. Rev., 125,
655-660.

Majewski, D., D. Liermann, P. Prohl, B. Ritter, M. Buchhold, T. Hanisch, G. Paul, W. Wergen
and J. Baumgardner, 2002: The operational global icosahedral-hexagonal grid point model GME:
Description and high resolution tests. Mon. Wea. Rev., to appear.



(a)

(b)

(c)

(d)

Difference between initialized and uninitialized analyses at 12 UTC on 30 April 01.
(a) Temperature (K) 850 hPa, full IDFI. (c) Wind speed (m/s) at 1000 hPa, full IDFI.
(b) Same as a), but IDFI in vertical mode space, first 10 modes filtered (d) Same as c), but IDFI in vertical mode space, first 10 modes filtered



Evaluating data interpolation in moving sparse noisy data to a uniform gr id 
Soumo Mukher jee*†, Daniel Caya†, René Lapr ise† 

 
1. The Problem 
The Canadian Regional Climate Model (CRCM) 

(Caya and Laprise, 1999) is routinely used to provide 
regional climate change projections.  In order to assess 
the quality of CRCM, simulations run in the past must 
be compared with observational data.  

However, observations contain error, and the 
observational network is distributed inhomogeneously. 
In Canada the observational network is densest towards 
the South (near population centres), whereas model 
output is homogeneously distributed on a 45km X 45km 
grid, leaving open the question, how can a fair 
comparison be made?  

We propose to use a multi-variate, noisy-data 
interpolator to grid the observational network. However 
before doing so, the performance of the interpolator 
itself must be appropriately understood. Thus in the 
present experiment, we take CRCM screen temperature 
over the Quebec Region and choose noisy data subsets 
(simulating observational networks), trying to reproduce 
the original field using our interpolator.  

 
2. Methodology 
a. The model 
ANUSPLIN, developed at the Australian National 

University makes use of thin-plate smoothing splines to 
minimize noise, thus creating smooth fields (for a more 
complete description, see Hutchinson, 1997). Clearly, 
maintaining smooth fields comes at the cost of 
preserving data-fidelity. Through minimization of the 
appropriate penalty function, ANUSPLIN finds the 
optimal balance between exact data interpolation 
(keeping loyal to the data, leaving rough fields) and 
regression (producing a smooth, less loyal field), 
objectively.  

b. The data 
Presented here (Figure 1) is screen temperature (ST) 

produced over the Quebec region from top left (70°W, 
66°N) to bottom right (70°W, 40°N), on July 1st, 1978 
using the CRCM. This dataset was thinned by leaving 
only every Nth row and column (termed NxN).  Another 
subset (STN) corresponding to actual observational 
stations present in Canada at the time, was used. The full 
(1x1) dataset was also sullied with random 
(uncorrelated) noise at the 2, 5, 10, and 20% (of the 
maximum field range ~25°C) levels (corresponding to 
~±0.5, 1, 2.5, 5°C).  At these  noise  levels,  the  thinning 
_________________                            
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Figure 1. Summer Screen Temperature over Quebec  

with superimposed STN mask (black dots) 
 
procedure was then used to obtain noisy data subsets.  

The experiment was then to interpolate from the 
NxN sparse fields to the original (dense) grid in order to 
determine the effect of selection (sparseness) as the 
fields deteriorate. Similarly the performance of 
ANUSPLIN was ascertained in the face of noise. Finally 
the noisy sparse sets were used to simulate an 
observational network where both effects were present.  

c. Diagnostics 
Principal diagnostics include difference maps 

depicting the difference between the fitted field and the 
original set, with the lighter colours depicting over-
estimation and the darker, under-estimation.  

The variance estimate, � 2 (not shown), is the sum-
of-squares of the fitted residuals, and represents the 
common data error. The model standard error, �

m
2 (also 

not shown), represents the distributed Bayesian error-of-
fit estimate. The prediction standard error, �

p
2, 

represents the total error, as contributed to by both of 
these errors: 

�

p=( �

m2 + � 2)1/2 (1). 
Hence this is the distributed error we could expect to 
calculate from our model given a certain data set. 

 
3. Results 
Once the original field is removed from the 

interpolated field with relatively high level of noise 
(10% or ±2.5°C) and sampled with few data points (4% 
of the original set), we can see that the interpolator 
performs well (Figure 2) with 60% of the difference 
over land within ±1°C (if we include water, this drops to 
50% over the whole domain). Approaching the 
coastline, values are underestimated, as over-smoothing 



occurs in order to lessen the gradient. Reaching the 
water the opposite is true for the same reason. The effect 
of the land-sea interface is reduced in the St. Lawrence 
as it is interior to the domain. In the Hudson, Ungava, 
and James Bays, as well as Hudson Strait, and the 
Labrador Sea, there is less data on at least one side 
(domain border), so over-estimation occurs in accord 
with the rest of the domain (higher temperature). 

The prediction standard error (equation 1) rises to 
±3°C at noise level 10% and 5x5 data subset, but 

 
Figure 2. Difference of interpolated field (10% noise,  

          5x5 dataset ) from original field (fig.1) 
 

remains as low as just over ±1°C for no noise, 2x2 
subsets, or using all data and noise levels less than 5% 
(not shown). Shown (Figure 3), are the �

p for all cases 
with NxN subsets along the horizontal, and noise 
increasing vertically). 

  
Figure 3. Prediction standard error composites 
 

Interpolation from the realistic, scattered 
stations (see Figure 1 for distribution) is poor over 
water but good on land. The difference (interpolate 
less original field) map (Figure 4) shows a range that 
is greater by 2°C than that of the difference field of 

the 5x5 subset with 10% noise (Figure 2). The range 
is also shifted upwards (indicating overestimation) 
because the stations are mostly located on land, so 
values over water are under-represented. This is 
seen in over-estimated values upwards of 15°C in 
Hudson Bay. However, 57% of the total area is 
within ±1°C, due to better interpolation over land. 
Indeed, this is comparable to fields somewhere in 
the range of 2-5% noise for the 5x5 subset, or 5-10% 
noise for the denser 3x3 and 4x4 subsets.   

 
Figure 4. Difference of interpolated field (STN)  

              from original  
 

4. Conclusions 
Problems occur mainly in regions of sharp 

change between land and water near the boundaries 
where the gradient can be as high as 8°C/100km. 
However, in the St. Lawrence for example, these 
steep (10°C/100km) gradients do not pose a problem 
as they are sufficiently interior (hence more 
anisotropically surrounded by data). Irregularly 
distributed data leads to exceedingly poor sampling 
in data-sparse regions, with better results over land. 

Further work is being done to ascertain the 
effect of inclusion of the boundary, extra stations, as 
well as field continuity (precipitation, seasons, 
climatologies), and spatial distribution (non-
homogeneous sets). 
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CONSTRUCTION  OF  MULTIDIMENSIONAL  BASIS  VECTORS
FOR ANALYSIS AND PROGNOSIS

                                                         V. Penenko and  E. Tsvetova
Institute of Computational Mathematics and Mathematical Geophysics SD RAS, Novosibirsk

e-mail Penenko@sscc.ru, tsvet@OMMFAO.sscc.ru

A new approach to construction of atmospheric circulation scenarios for making ecological
predictions and planning is proposed. It is based on a combined use of hydrodynamic models and ar-
chived data on climate. The problem of long-term prediction of hydrodynamic background for eco-
logical studies and  planning has no  unique solution until now. Its specificity is in the fact that the
characteristic lifetime of the already existing and designed objects as the sources of anthropogenic im-
pact on the climate system are, as a rule, much longer than the characteristic intervals of predictability
of the current hydrodynamic models. This means that it is preferable  to make use of the scenario ap-
proach in solving such problems. In construction of scenarios,  both mathematical models and  meas-
urement data are generally used. It is clear that scenarios for ecological prediction should reflect actual
situations on the climatic scale.

In the proposed technique, the set of scenarios is constructed. The technique is based on the
combination of the methods of four system levels, namely, the method of factor analysis, methods of
studying the sensitivity of models and functionals, methods of direct and inverse modeling with as-
similation of actual  data. The basic vectors and the corresponding phase subspaces are the key ele-
ments of the constructions.

Identification of the main factors that govern the behavior of the climate system fills a highly
important place in the methodology of formation of scenarios and analysis of the results obtained by
modeling. In terms of the main factors, it is possible to identify the manifestation of the climate system
response to anthropogenic impact.

Following the ideas of factor analysis [1,2], the calculation of the orthogonal basis functions is
made by the formulas
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  is the initial set of normalized vectors of the state functions. The components of

the latter are centered about their mean values;    pλ   are the eigenvalues ordered in diminution, and
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 are the corresponding eigenvectors of nn×   Gram’s matrix  that is built  on

the initial set  { }βϕ& .     The vectors     { }pF
&

 and    { }βϕ&       are of the same block structure of the type:
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Here N  is the number of different, in physical sense, components; h
tD   is the discrete analog of the

space-time  domain  tD . The structure of the  grid in h
tD    and K , N   are prescribed as input pa-

rameters. The values of K  and N may be as great as it is required. The state functions of the climatic
system,  such as geopotential, temperature,  the components of the velocity vector and others, the ad-
joint functions that correspond to them, sensitivity functions of the model may be included into the
number of the vector’s components. The union of the divers information and the choice of the  inner
product for the construction of the Gram’s matrix are made with the help of variational principle and
energetic functional of integral identity for the basic model of the processes.

The eigenvalue problem for Gram’s matrix is solved under conditions
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The maximums are sought  on the set of  values of the Fourier coefficients of the initial vectors { }βϕ&

decomposition  with respect to the vectors of the sought basis{ }pF
&

 . It is done by successive   exhaus-

tion process of subspaces beginning with the dimension n  to 1.



The basis  (1) and phase subspaces are derived  to study the variability of the climatic system
dynamics [3]. That is why the parameter n   is taken equal  to the number of years  in Reanalysis data

base [4]. The time interval inh
tD  is accepted as long as 1 month with daily behavior in 12 hours.   The

resolution in horizontal directions ),( 21 xx  of the global system,  is taken as $$ 5252 ,, ×  in spherical
coordinates. The number of  vertical levels is prescribed as a parameter, from 1 to 20. The parameter
N is taken in dependence on the goal  of  the study as well.  The month interval is a compromise be-
tween  the informative quality and the amount of calculations. Thus,  the set of 12 monthly  basis
vectors is produced from 40-year Reanalysis data (1960-1999). It is used to discover the main factors
and analyze  the multi-year  atmospheric dynamics and quality of the atmosphere.
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In  Fig.  the fragment of the first month main factor  (FMMF) of the geopotential at 500 mb
corresponding February 15, 00.00 is demonstrated.  The space-time behavior of the FMMF shows  not
many almost stationary extrema areas that can be interpreted as energy active zones.

Taking into account the constructions mentioned above,  a new type of geophysical hydrody-
namics models  has been  introduced. It can be called the  model with “guide”. In such models, long
time-space  observations and the  bases of the type (1) are used to form the special phase spaces, the
so-called “guides”. The  models of hydrodynamics and  pollutant transport are used here as interpo-
lants which assimilate the elements of the guiding  phase space under the  given optimal criteria. The
fields of application of such models are: reconstruction of the state functions from the current moni-
toring data in real time, diagnosis of the processes,  formation of scenarios for ecological forecast and
design, etc. The principle advantage of the approach is the fact that predictability is no longer  crucial
for it because the method is based on the use of the model  and observed data.

This work is supported by  the European Commission (ICA2-CT-2000-10024), the RFBR (00-
15-98543, 01-05-65313) and  SD RAS (00-56, 00-64, 00-73).
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 VARIATIONAL FAST DATA ASSIMILATION ALGORITHMS

Vladimir Penenko and  Elena Tsvetova
Institute of Computational Mathematics and  Mathematical Geophysics SD RAS

Novosibirsk, Russia
e-mail penenko@sscc.ru, tsvet@OMMFAO.sscc.ru

 The fast data assimilation (FDA) algorithms   are proposed  to study the atmospheric, oceanic and
environmental problems. They are based on a  variational principle. The numerical schemes are obtained
from the local optimum conditions for  objective functionals in the framework of splitting technique that is
used for the construction of the discrete form of the model of  processes.

Let’s take a mathematical model and a set of measured data
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where )( tDℑ∈ϕ& is the state function, )( tDRY ∈
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is the vector of model parameters,  ),( YG
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&ϕ  is a space

operator of the model, f
&

 is a source term, η&&

,r  are the terms describing  uncertainties and errors of the

model and data, mΨ
&

  is a set of measured data, )(ϕ*H is a model describing  association between the state

function and measured quantities,  operation m][  denotes  transfer to the measurement locations, )( tDℑ
is the space of  the state functions, )( tDR  is the space of admissible parameter values. The model (1) is

supposed to be defined on the space-time domain ],0[ tDDt ×= . D is the  domain with space coordi-

nates x
&

; ],0[ t  is  the time interval. The set of measurements is given on the subdomain t
m
t DD ∈ .

The problem considered can be solved with the help of variational approach and splitting technique.
The extended quality functional is introduced in the form
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 where ),(, 21=iM i are weight matrices, 10 ≤< α is a weight coefficient, indices hT,  denote transposi-

tion and discrete analog,
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is the variational form of the model (1), )(*
tDℑ∈∗ϕ&  is the co-state function, that is generalized La-

grange multiplier. In this case,  the model (1) plays the role of restriction to the state function and ex-
presses the  connection between model parameters and the state functions. The inner product in (5) is de-
fined from the form of the functional of the energy balance of the system.  The first  bracket in (4) is the
discrepancy functionals for the model of measurements and  model of processes.

 Three basic methods of data assimilation can be derived from the variational principle for (1)-(4).
They are the assimilation with adjoint functions, the procedure of the Kalman-Bucy filtering and FDA.
They are equivalent in accuracy but different  in realization and hence in their efficiencies.

It is reasonable to design  FDA using the properties of splitting technique and the conditions of lo-
cal minimum of goal functionals (4). In fact, to estimate  the state function, one can  originate from the
conditions of successive minimization of the functional that expresses  the amount of uncertainties of the
model and data. In other words, if uncertainties of the model  within the time interval ],[ 1 jj tt −  are  con-



centrated at the last stage of splitting scheme, giving the solution for the moment  jt , data assimilation can

be successively  combined with  realization of this particular stage,  leaving the rest stages without
changes.

The computational scheme of such approach can be obtained with the help of stationary condi-
tions for  the goal functional  (4) with respect to the grid components of the state function just on the inte-
ger  time steps jt . In short, this is the idea of fast data assimilation. It should be mentioned that the whole

family of fast data assimilation procedures  can be derived in the frames of the approach.  The form of the
particular algorithm  depends on the version of  splitting scheme and  approximations of the functionals

(4)-(5). The case when the grid  htD  is built in such a way that elements of the set m
tD ,  which is the

measurements’ support, coincide    with the grid points of h
tD , admits the simplest realization.  Thus, nu-

merical model with successive data assimilation is realized by the splitting scheme, the last stage of which
being modified.

The discrete  analog of  (4) can be written in the form

+








∆+−=Φ ∑
=

trMrM j

D

Tj
D

T
J

j

h
h
tm

))())(((.)(
&&&&&

21
1

150 αηηαϕ

0)(
1 1 ,

1

=
























∗



















+−





∆+





−∑ ∑

= =

−
+

−
+

−
+

−−
+

−
+J

j

n

k

n

nk
i

n

nk
jj

jn

nk
i

k
n

nk
i

n

nk
i

rfAt ϕδϕϕϕ &&

&

&&&

    (6)

where k  is the number of the  stage, n  is the amount of fractional  stages, kA  is implicit linearized ap-

proximation of split part of the model operator ),( YGk
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necker-delta. The inner products in (6) are taken over space domains. The second line in (6)  is the  ap-
proximation of integral identity   (5) for the model (1) in terms of splitting technique.

The fast assimilation algorithm can be derived now from the  minimum conditions for the  modified

functional (6) with respect to the components of the state functions jϕ*  in the node points of the grid do-

main h
tD .  The modification is to exclude the functions ∗ϕη &&&

,, r  from (6) with the help of the discrete

analog of (2) and the splitting scheme for the model (1). The  splitting scheme is obtained by means of the

stationary conditions for the functional (6) with respect to the variations of grid components of ∗ϕ& .
Omitting intermediate transformations, let us  write the system of equations  of the last split stage for

calculation of  the state functions jϕ&   with the use of observed data jmΨ
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Here H
~

 is  the linearized  operator  of measurement model (2).
As  the starting point of our considerations is (4) , we have a possibility to design  (6) in such a way

that  all  operators  in the splitting schemes, including (7), are realized with the help of simple and efficient
direct ( non-iterative) numerical algorithms. Parameter α  is used to  control the assimilation procedure. If

1=α ,  the model ignores measured data, and if εα → , the data are predominate in the calculation of
the state functions. Here ε  is of a small positive value. The contribution of each element is defined in de-
pendence on the degree of   reliance  to this component. The observed data  are involved in modeling pro-
cess as soon as new information becomes available. The accuracy of the algorithm is defined by that of the
functionals’ approximation in (4) - (6).

This work is supported by  the European Commission (ICA2-CT-2000-10024), the RFBR (00-15-
98543, 01-05-65313) and  SD RAS (00-56, 00-64, 00-73).
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The procedure of initialization usually used in hydrodynamic forecasts apparently is 

excessively complicated. Obviously, this procedure can be simplified sparing a time of calculations 

and ensuring a necessary result. 

The initializated field X* can be obtained using the formula X* =
i N

N

=−
∑ hiXi, where the 

values hi (i= −N,...,N) are coefficients of a digital filter, Xi = X(t0+i∆t) (i= −N,�,N), t0  is an initial 

instant, ∆t is a time step. The time series Xi (i= −N,...,−1) is obtained by adiabatically integration 

backward from X0 or by diabatically integration forward from X−N. (Huang and  Lynch, 1993). 

Using a symmetric digital filter, for example hi = h−i = (0.5+0.5cos(πi/(N+1))(N+1)-1 

(i=1,�,N), h0=(N+1)
-1

 (Jenkins and Watts, 1968), we can obtain the initializated field by the 

formula X* = h0X0 + 
i

N

=
∑

1

2hiXi, where the time series Xi (i=1,�,N) is the result of diabatically 

integration forward from X0. Obviously, the result of this filtration is determined only by 

magnitudes of the time interval N∆t and the time step of integration ∆t. 

Note also that there are no essential arguments to use recursive filte rs (Lynch, 1993) 

invented for the purposes of radio engineering, where the filtration of a signal is carried out 

simultaneously with reception. 
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 The Air Force Research Laboratory is leading a multi-year effort to develop an 
updated version of the National Center for Atmospheric Research/Penn State University 
Fifth Generation Mesoscale Model (MM5) four-dimensional variational analysis 
(4DVAR) system.  The main objective of this update is to optimize the code to run on 
distributed memory computers with the goal of achieving substantial speedup in wall-
clock time processing and allowing mesoscale 4DVAR to enter the realm of operational 
forecasting.  The previous version of the MM5 4DVAR system (Zou et al. 1997 [4]) is 
coded for single processor computer architectures and its non-linear, tangent-linear, and 
adjoint components are based on version 1 of MM5.  To achieve the project goal, two 
major steps need to be accomplished.  First, a version of an MM5 4DVAR based on 
version 3 of the model has to be created.  The reason for this is to be able to take 
advantage of the existing parallelization mechanisms (Michalakes 2000 [2]) already in 
place for the version 3 non-linear model.  The second step is to then install the parallel 
code architecture into the 4DVAR system’s tangent-linear and adjoint components.   
 The first step has been completed.  A complete 4DVAR system based on 
MM5v3.4 has been developed and tested.  The tangent-linear and adjoint components 
were developed using the Tangent Linear and Adjoint Model Compiler (TAMC) 
automatic adjoint code generator.  TAMC (Giering and Kaminski 1998 [1]) is a source-
to-source translator that generates FORTRAN code for the tangent-linear model or 
adjoint from the FORTRAN code of the non-linear model.  It is possible to incorporate 
the TAMC as part of the model compilation process, requiring the maintenance of just 
the non-linear model code.  However in this project, TAMC is used as a development 
tool only.  This results in separately maintained tangent-linear model and adjoint versions 
of the code.  This approach makes it possible to minimize changes to the MM5 non-linear 
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model code as supported by the National Center for Atmospheric Research but does 
require a mixture of manual and automatic code generation.  Modules of the tangent-
linear model and adjoint were created and tested individually.  Unit testing was done by 
finite differencing comparisons with the non-linear model for the tangent-linear model 
and direct comparisons with the tangent-linear model for the adjoint.  When all modules 
were assembled, a final unit integration test was carried out for both the tangent-linear 
model and adjoint.  Additional testing was carried out by comparing the results from the 
v3 MM5 4DVAR with those from the v1 MM5 4DVAR. 

 The new MM5 4DVAR system contains most of the limited set of physics 
packages that are in MM5v1 based 4DVAR system.  In particular, there are tangent-
linear model and adjoint routines for bulk boundary layer processes, convection, and 
explicit, grid-scale precipitation.  Additional physics options planned will be added as 
well as the tropical cyclone bogussing scheme of Zou and Xiao (2000 [3]). 

 Work on parallelizing the 4DVAR code for distributed memory computers is on 
going.  The non-linear model, which is MM5v3.4, is already structured to run on 
distributed memory computers.  Parallel code architecture for the tangent-linear model 
has been installed and tested.  Using a problem with 84 x 75 x 27 grid points, running on 
an IBM SP P3, and using 24 processors, the tangent-linear model ran over 20 times faster 
in terms of wall-clock time than when running on one processor.   Work to improve the 
wall-clock speed up is continuing, with the focus being on trying to eliminate the I/O 
bottleneck that occurs from reading in the base state information at every time step.  A 
parallelized version of the adjoint is currently under development and is expected to be 
complete by mid-2002.  Release of a beta version of the fully parallelized MM5v3 based 
4DVAR is scheduled for late 2002.   
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Benford’s Law and background field errors in data assimilation

R S Seaman
Bureau of Meteorology Research Centre
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Benford’s Law is a logarithmic distribution of f irst significant digits that is observed in many
naturally occurring non-meteorological data sets, such as catchment areas of rivers, stock market
prices and tax returns. In such data sets, the frequency of occurrence (f) of first digit (d) is given
by

f = log (1 + 1/d ), d = 1,2 .. 9
where the logarithm is base 10. That is, the first significant digit 1 occurs with a frequency of
about 30%, while 9 occurs with a frequency of less than 5%. Benford’s Law has been used as a
tool for the detection of accounting and taxation fraud.

The present application is motivated by a recent proof by Hill (1996) that Benford’s Law can be
considered as the asymptotic result of combining random data from random distributions. The
goodness of f it to Benford’s Law may therefore indicate the extent of mixing in a data set.

Background field errors in most data assimilation systems are assumed to be normally
distributed. Ensembles of background field errors from the Australian Bureau of Meteorology’s
data assimilation system have been used to calculate (i) the goodness of f it of the errors to a
Gaussian distribution, and (ii ) the goodness of f it of the first significant digits of the errors to
Benford’s Law. A quasi-inverse relation was found between these two goodness of fit measures.
This tends to support the suggestion (Ingleby and Lorenc 1992, Devenyi and Schlatter 1994) that
background field errors in general may be considered as mixtures of Gaussian distributions.
Confirmation is provided by statistical simulation, and by studies of individual ensembles.
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Development and Implementation of BMRC 3D-VAR Assimilation System
A new three dimensional variational (3D-VAR) analysis scheme using an observation space formulation
is currently being experimentally evaluated in  BMRC. This system can use either standard functional
representations of background error correlations (as were commonly used within OI schemes) or  empirical
correlations as obtained from ensembles of analysis-forecast cycles (as implemented by Fisher and Buizza
), or statistics of scaled differences between 48 hour and 24 hour forecasts (the so-called NMC method).
This 3D-VAR  scheme can be used for both global and regional systems. The analysis procedure is based
on a series of local sub-volume analyses, with data selection extending significantly beyond the individual
 analysis volumes. Scattering from observation analysis increments back to the analysis grid-points is
performed once  all sub-volumes of  the required  domain have been analysed; this is an important part of
ensuring that the analysis is independent of the geometry of the localized solution domains. The inclusion
of the direct (3D) assimilation of radiances and the use of alternative coordinates for specifying
background error correlations is in progress.

The currently used statistics based on the NMC method of scaled differences are being compared to the
statistics based upon ensembles of differences between 6-hour forecast background fields, generated by
parallel analysis-forecast cycles with perturbed observations following Fisher and Buizza (ECMWF).  The
main differences between the statistics generated by the two approaches appear to be (i) the ensemble
approach implies shorter length scales, and (ii) the ensemble approach implies more variance in the
divergent component of the wind, especially outside the tropics. Parallel assimilation and forecast trials
utilising the two alternative structures are in progress.

Global 1D -VAR Assimilation of ATOVS.
The present operational global assimilation system utilises a 1D-VAR retrieval of both NOAA15 and
NOAA16 AMSU-A and HIRS radiances, utilising 1D radiances as available from NESDIS. An extended
version of this  global system has been experimentally implemented and tested with 50 vertical levels (with
the top level at 0.1 hPa). This version of the system allows the full forward calculation of ATOVS radiance
first guess values in the 1D-VAR retrieval scheme still using level 1D ATOVS radiances. This obviates
the need to interpolate NESDIS temperature retrievals above this level, as is the case in  the current 29
level operational system, which has a top level of 10 hPa. Extensive global assimilation experiments have
been conducted during year 2000 ( both T79/L50 and TL239/L50) and medium-range prediction
performance in the stratosphere has been substantially improved .

 In the immediate future 1C radiances, will be utilised and each instrument (HIRS or AMSU-A or B) in
the ATOVS instrument package will be treated as a separate observation. Additionally direct
readout/processing  of radiances at BoM ground-stations delivers  1C radiances which are desirable in
support of early cut-off regional assimilation. Initial experiments with the use of 1C AMSU-A radiances
alone have  indicated a deficiency arising from the absence of the infra-red HIRS; incorporating these
HIRS radiances and and appropraite cloud clearing strategy is the focus of present work.



Regional  1D -VAR Assimilation of ATOVS
The online 1D-VAR ATOVS radiance retrieval scheme, implemented operationally within the global
system (GASP), has also been integrated with the Bureau's Limited area Assimilation and Prediction
System (LAPS), as part of the effort to unify the data assimilation component of the local and global
forecasting systems.  The current operational version of LAPS has 29 vertical levels up to 50 hPa and
NESDIS retrievals are used to extend the first guess profiles above this. The 1D-VAR retrievals are used
over the sea and below 100 hPa.

Extensive near real-time assimilation and forecasting experiments have been conducted to test the
performance of the LAPS 1D-VAR system. Data assimilation was performed by means of  the cold-start
strategy employed in the Bureau's operational LAPS system in which three six-hourly assimilation cycles
leading to the base-time of the forecast are built on a GASP first-guess, with lateral boundary conditions
also provided by the GASP system. For the second and third cycles, in which LAPS forecasts provide the
first guess,  radiance bias corrections calculated and updated continuously by the LAPS 1D-VAR system
were used.  Only the same observational data as available to the operational LAPS system, which employs
a two hour cut-off at the forecast base-time, were presented to the experimental 1D-VAR analysis system;
 these included NESDIS 1D ATOVS radiance data.. (NESDIS temperature and moisture  retrievals only
are available to the operational system). S1 skill scores calculated from the 1D-VAR forecasts and
averaged over a four month period show a significant improvement over those obtained from the
operational system:  the MSLP forecasts are improved by 1.1 S1 points at +24 hours and 0.8 S1 points at
+48 hours.  Forecasts of 850 hPa geopotential height show the most marked gains, with an improvement
of 1.9 points at +24 hours.  The LAPS 1D-VAR system is to be implemented operationally in March 2002.

Work is underway to test the 1D-VAR system in an extended version of LAPS with an increased number
of vertical levels and the model top raised to 0.1 hPa, following similar extensions to GASP.  This
eliminates the need for  NESDIS retrievals and will facilit ate the use of locally received and processed
ATOVS radiances whose timeliness will i mprove the amount of data available to the operational LAPS
system.  Early results indicate similar performance to the 29 level system at the surface and further gains
to forecast skill above 500 hPa.

Global Assimilation of Scatterometer Data
Scatterometer data (Quickscat)  is now being assimilated on an experimental basis within the global GASP
system, with modest positive impact on medium range prediction , chiefly in the Southern Hemisphere.
Quality control procedures have been supplemented with background checks of wind direction, to remove
incorrectly dealiased data.. It is planned to experiment with a more physically based quality control system.
There is some evidence of contention with other observation types, chiefly cloud drift winds, which seems
to be due to a lack of boundary layer structure in the background covariance. The scatterometer data is
expected to be included  into the operational global  system as part of the next major upgrade.

Additionally intercomparisons (several months) of Quickscat wind vectors with the current operational
GASP and LAPS assimilation and prediction ( where the Quickscat data has not been assimilated), have
shown that the model analyses and short term predictions (18 and 24 hr) have no marked systematic biases
relative to the  scatterometer . This has been conducted in the context of clarifying/verifying the behaviour
of the marine boundary layer in the models..

Generation and Quality Control of GMS-5 Atmospheric Motion Vectors
High spatial and temporal resolution atmospheric motion vectors from GMS-5 are generated routinely at
the Bureau of Meteorology (BoM) for operational and research applications. Motion vectors are
determined by tracking features in infrared, water vapour and high resolution visible imagery using all
available Stretched VISSR images arriving at the BoM. This currently results in wind vectors being
generated four times per day over the full disc from images separated by half an hour and every hour where
imagery is available hourly. Recently, hourly winds have only been available over the Northern
Hemisphere because of the restricted observation cycle of GMS-5.
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The benefit of these high resolution winds, generated from both images separated by half an hour and one
hour in assimilation in the LAPS NWP system for the Australian Region has recently been quantified in
a regional impact study. A key element in utilising the winds has been quality control of the vectors both
in the Northern and Southern Hemispheres. Initially, a locally developed methodology to estimate expected
errors was based on image correlations, internal consistency of the vectors and differences from the model
first guess. Currently, use of the QI approach, developed at EUMETSAT, is being tested to optimise the
selection and use of vectors for analysis.

Validation of GPS based Total Precipitable Water estimates
Following activities at other major meteorological centres, a study of GPS based retrievals has been
undertaken by Curtin University (Dr. N. Penna) and  the Bureau of Meteorology Research Centre (BoM).
It aims to investigate potential improvement to meteorological prediction by assimilating GPS estimated
Total Precipitable Water (TPW). Derivation of realistic quality indicators for GPS estimated atmospheric
water vapour is the first step in this direction. Seventeen GPS stations are included in the study, stretching
from Cocos Island in the tropics, through the Australian Continent to Macquarie Island and Antarctica (3
stations). Using pressure and temperature estimates from collocated or nearby surface stations, and GPS
data, TPW estimates were computed over the year 2000 for all these stations. For validation purposes,
these were subsequently compared with Integrated Precipitable Water (TPW) computed from radiosonde
reports, co-located or close to GPS locations. The comparison with 14 available radiosondes is for the
period Jannuary - December 2000. The comparison statistics indicate the largest biases for Antarctica. The
standard deviations of (GPS - radiosonde TPW) were largest for the sites with highest atmospheric
moisture content or where the distance between the GPS station and the radiosonde / surface station is
high. Comparison of GPS TPW with estimates from operational   analyses (BoM and ECMWF ) for the
year 2000 is now being  undertaken.

Data Management  Developments
The Meteorological Archival and Retrieval System (MARS) is a software package developed at the
European Centre for Medium Range Weather Forecast (ECMWF). This software has been made available
to the Bureau of Meteorology.

 BMRC examined and implemented a MARS prototype system in late 1998 to address a number of data
management issues at BoM, where the current operational implementation data archive based on
Neons/ORACLE database is considered inadequate to support research and climate activities. In late 2001,
following successful prototyping of this system, MARS has now been  implemented at BoM, on a 4-node
12-processor IBM SP2 system that couples directly to the Bureau's 8-drive StorageTek SILO tape system
and SAN disk storage farm.  High-speed HIPPI links connect the SP2 to the Bureau's NEC SX5
supercomputers as well as a number of key research and operational platforms.

MARS is currently used to archive selected global model and global ensemble system output, in addition
to research experimental data..  It is expected that MARS will gradually replace the Bureau operational
real time Neons/ORACLE database as the repository of all archived NWP model and observational data.
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1. Introduction
     The JMA 3D-Var operational assimilation system (Takeuchi, 2002) has been used for the global
assimilation cycle four times a day (00,06,12,18UTC), the global early analysis for the global spectral
model (GSM) forecast (00,12UTC), and the typhoon analysis for the typhoon model (TYM) forecast
(06,18UTC) since 25 September 2001.  The scheme has the following benefits over the former optimal
interpolation (3D-OI) scheme 1) applying more general balance conditions among analysis variables (i.e.
wind, temperature, surface pressure, and specific humidity) such as the geostrophic balance and surface
frictions, 2) analyzing all observational data simultaneously, 3) capability of satellite data assimilation in a
straight-forward manner.  Typhoon bogus data are embedded in first guess fields of surface pressure,
temperature, and wind.
     The 3D-Var uses 6-hour forecast from GSM(T213L40) as a first guess (background).  All data
within 3 hours from analysis time are regarded as observational data taken at the analysis time.  An
incremental method is adopted in the 3D-Var to save computer resources.  The method calculates  an
analysis increment at a lower resolution (T106L40) and then adds the increment to the high-resolution first
guess.  The background error was calculated based on one year statistics by using the NMC method.

2. Improvements in analysis
     In numerical weather prediction, an initialization procedure is applied to  eliminate noises caused by
dynamically unbalanced analysis fields.  The analysis field by the 3D-Var is well dynamically balanced,
therefore, the analysis is not much modified by the initialization.  Fig.1 shows the differences between
initial fields and analysis fields
of vertical p-velocity at 850hPa
at 12UTC 17 September 2001.
The shaded area denotes
modifications by the
initialization is more than
2hPa/hour.  Though the 3D-OI
analysis is modified everywhere,
the 3D-Var analysis is not
modified except for high terrain
areas and around typhoons near
Taiwan island and the south sea
of Japan.

3. Improvements in forecast
     In this section, it is shown how much the 3D-Var improves short range forecasts.  Examples shown
are the results from forecast experiments by GSM and TYM for July 2000, March 2001 and July 2001.
All experiments use the same observations and the same model.  Therefore, we can find impacts of the
change in the analysis scheme from 3D-OI to 3D-Var.

3.1 Performance of GSM forecast
     Fig.2 shows the RMSE score of the experiment for March 2001.  We carried out cycle analysis
during 1 to 31 March and 216hour forecasts are performed from the initial time at 12UTC from 8 to 22
March.  In Fig.2 improvements in sea level pressure, 500hPa geopotential height, 850hPa wind are
remarkable even in the Northern hemisphere.  The advantage of 3D-Var is more significant in the
Southern hemisphere.  For experiments for July 2000, the score of the Northern Hemisphere sea level
pressure and 500hPa geopotential height is similar to those for the 3D-OI and the score of 850hPa wind is
improved.  In the Southern hemisphere, all verification scores are also improved.

Fig.1 Differences between initial and analysis fields of vertical p-velocity
(hPa/hour) at 850hPa at 12UTC 17 September 2001. Left panel for 3D-OI
and right for 3D-Var.



3.2 Impacts on typhoon forecasts
     This section describes a few examples on the improvements of forecast of typhoon center position.
Fig.3 is the comparison of typhoon (T0104) forecasts by GSM, the initial fields of which are given by the
3D-Var and the 3D-OI, with best tracks given as a truth.  The initial time is 12UTC 9 July 2000, forecast
time is 90hour.  The character B shown in Fig.3 denotes best track, V denotes the 3D-Var, and O denotes
the 3D-OI.  The forecasted track by the 3D-OI crosses mid-Korean peninsula and that by the 3D-Var goes
through northern part of Korean peninsula which is close to the best track.
     Fig.4 shows the result for T0108 by TYM from the initial time at 00UTC 27 July 2001.  Though the
3D-OI forecast turn right toward the Okinawa islands, the 3D-Var forecast goes straight to Taiwan island
similar to the best track.  Though the number of the case studies is insufficient to carry out statistical
verification, the forecasts of typhoon tracks are improved in most cases.

4. Summary
     The 3D-Var assimilation scheme for
GSM and TYM was developed and
implemented as the operational analysis
system on 25 September 2001.  Some
experiments prior to the implementation
show improvements in short- to medium-
range forecasts and typhoon forecasts.
The improvements are achieved without
adding any new observation data and
without change in forecast models.
     We hope the improvement in forecast
models and utilization of satellite and
airplane data will contribute to more
accurate initial fields for GSM and TYM.
In a few years a 4D-Var scheme for those
models will be implemented in operation
and satellite data, the observation time of
which is not regular, is treated more accurately and the forecast score will be improved significantly.
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Fig.3 Typhoon forecast by GSM.
The initial time is 12UTC 09 July
2000. B denotes best track, O for
3D-OI, and V for 3D-Var.  Each
character is positions of 24, 48,
and 72 hours forecast

TYM T 0108

Fig.4 Same as Fig.3 except for
the forecast by TYM. The
initial time is 00UTC 27 July
2001.

Fig.2 RMSE of forecast score in March 2001. Upper panel are for the Northern hemisphere and lower for the
Southern hemisphere.  Square marks denote 3D-Var and cross marks denote 3D-OI.
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1 introduction

How does the variational initialzation represent the data void regions such as

the mountainous land in the meso-scale context. We have conducted an (time-1,

space-2 dimensional) data assimilation experiment using a flux type shallow water

equation. The case in our interest is such as the mountainous region with no

reliable observation around. We may take the aproximately uniform flow near the

mountain, but such flow should not be appropriate for the initial field because

they show an apparent transient character due to the mountain forcing. But we

show in this short note that we can control such transient character and get the

spin-up-free initial fields by imposing penalty upon tendencies not only of gravity

modes but also of Rossby modes.

2 numerical experiment

Cost function I(ψ) consists of three parts, the first two of which is the back-

ground term Jb(ψ) and the observation term Jo(ψ) which constrains ψ = (U, V,H)

near background (Ub, Vb, Hb) and obserbations (Uo, Vo, Ho) each:

Jb(ψ) = (U − Ub)
2 + (V − Vb)

2 + gH̄(H −Hb)
2 (1)

Jo(ψ) = (U − Uo)
2 + (V − Vo)

2 + gH̄(H −Ho)
2 (2)

and the last is the penalty term JB(ψ):

JB(ψ) =

(
∂U

∂t

)2

+

(
∂V

∂t

)2

+ gH̄

(
∂H

∂t

)2

(3)

adding up them with weights w(�x) and an adjustable constant c,

I(ψ) =

∫
dtd�x(w(�x)Jo(ψ) + c

a2

gH̄
JB(ψ)) (4)

where w(�x) goes to zero near the mountain (centerd at �x = �x0!"with raious a)(Fig.

1), representing to be no available data there.

A time integration from an uniform flow was conducted and the short as-

similation period [0, T ](T ≤ a/
√
gH) was selected after fully vortex sheddings

started(Fig. 2). We assumed the background field to be an uniform flow and in-

stead of taking Jb(ψ) as a part of the cost function, we searched after the minimum

starting from this uniform background.



We have studied the effect of c on variational calculations. In case of c� 1, we

have got an uniform flow near the mountain not going around the mountain nor

over the mountain.(Fig 3). On the other hand when c� 1,we have got a pair of

steady vortex quite different from observations. In the medium range of c, there

are some vortices produced by the mountain shown in Fig 4.

The weak constraint by the term JB(ψ) is an extension of the balance condition,

usually applied for gravity mode control but here also for Rossby modes. This term

results in vortex creation behind the mountain. In figure 4 there are two vortices( a

pair of vortex) just behind the mountain. This inconsistency with the observation

is caused by the ambiguous uniform background field not by the inapropriateness

of the applied penalty condition.

The forecast from this initial field(Fig. 4) was close to the original one and

did not show a transient feature as the vortex shedding started at the begining

of the forecast, while from the figure 3 initial, The vortex shedding followed a

time-consuming creation of vortex pair from the uniform flow.
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(FIg. 1)Lateral view: the moun-

tain height is double of the wa-

ter depth. There’s uniform flow

from the right. w(x) = 0 near

the mountain.

(Fig. 2)Pseudo-observation pro-

duced by the time integration.

We can see some eddies emitted

in the wake of the mountain.

(Fig. 3)Uniform flow is seen near

the nountain in case of c� 1

(Fig. 4)Two eddies are generated

just behind the mountain when

c = 1, one of them is excess com-

pared with Fig. 2 above but that

is effective for quick startup.



ASSIMILATION OF INTEGRATED WATER VAPOUR FROM
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APPROACH
IntegratedWaterVapour(IWV) derived from measurementsby ground-basedGlobalPositioningSystem
(GPS)stationshavebeenusedin assimilationexperimentsat theDeutscherWetterdienst(DWD). TheGPS
network usedfor theexperimentsconsistsof 76 stationslocatedin Germany andin theNetherlands.Half-
hourlyGPSdataareprocessedin nearrealtimeby theGeoForschungsZentrum(GFZ)andassimilatedinto
thenon-hydrostaticlimited areamodelof DWD, namelytheLokal Modell (LM). Thehorizontalandverti-
cal resolutionof theLM usedin this studyis 7 km and35 levels.Thedataassimilationschemeof LM is
basedon nudgingtowardsobservations.At presenttheLM analysisis producedwith a continuousassimi-
lation cycle using observations from synoptic stations, radiosondes and aircraft.
Themethodchosenfor theassimilationof GPSdataconsistsin relaxingthemodelIWV valuestowardsthe
observedones.A “pseudo-observed” profileof specifichumiditybasedontheobservedIWV andtheverti-
cal structureof the modelhumidity field is derived and thennudgedat eachsinglevertical level of the
model.

DATA
Two assimilationexperimentsGPSandCNT, with andwithoutGPSdatarespectively, wererun duringthe
periodfrom 17 to 25 August2001.Two 24 hour forecastswereproducedevery day, startingfrom the00
UTC and12 UTC analysisof theexperiments.Unstable,stormyweatherconditions,with a strongsouth-
westerlycirculationwereprevailing in CentralEuropeuntil 19 August,andthis wasfollowedby a more
stableperiodwith a weakanticyclonic circulation.The periodwasselectedbecausethe LM did not per-
form well in forecasting precipitation.

RESULTS
Theassimilationexperimentsconfirm that themodelIWV is relaxed towardstheGPSIWV successfully
duringtheassimilationcycle. For instance,thermsof thedifferenceobservedminusanalyzedIWV at 00

UTC is reducedfrom theCNT valueof 2.6 kg m-2 to 1.1 kg m-2 in theGPS.Theforecastsof theexperi-
mentshave beenverifiedagainsttheGPSIWV observationsthemselvesandagainstupper-level observa-
tions from radiosondes.Both comparisonsshow that the assimilationof the additionalGPSdatahasan
effect within a forecastrangeof up to 15 hours.The rms error of the 12 hour forecasts(startedfrom 00

UTC) againstGPSIWV observationsis 2.2 kg m-2 for the GPSexperiment,0.3 kg m-2 smallerthanthe
CNT forecast.
Theverificationagainstradiosondesobservationsindicatespositive impactof GPSin the12 hourforecast
of humidity, temperature,andwind, neutralimpacton thegeopotential,andneutralimpactonall variables
after24 hours.Figure1 shows theresultsfrom theupper-air verificationof relative humidity andtempera-
ture for the 12 hour forecasts(15 cases).The improvementin the humidity rms error is mostly concen-
tratedbetween800and600hPaandit is in theorderof 2%relativehumidity (10%improvement).A minor
improvementis alsodetectablein theforecastof temperatureandwind velocity. Themeanerrorof therel-
ative humidity is slightly largerfor theGPSexperiment.This canberelatedto a slight positive biasof the

GPSdata(0.6 kg m-2 for August2001with respectto the LM analysis).It is interestingto mentionthat



mostof the improvementoccursin theperiodafter19 August.Theabsenceof GPSstationsupwind, i.e.
south-west of Germany can be one cause of the little impact during the first spell.
An evaluationof theresultshasalsobeenmadecomparinganalysesandforecastsof precipitationwith sur-
faceobservationsandradarimages.Thesignalin theprecipitationanalysisfields is mixed,with theGPS
dataimproving somebadcasesbut alsotendingto deterioratetheanalysisin someareaswithoutprecipita-
tion. Theoverall impacton theprecipitationforecast(6 to 18 hour range)is neutral.In mostof thecases
theassimilationof GPSdatadoesnotconsiderablychangetheperformanceof themodel.However, in few
cases a small impact was found, not always positive.

Furtherwork hasto bededicatedto thetuningof GPSIWV nudging,especiallyto understandandcorrect
casesof negative impact.For example,informationon cloudinesscould be usedto improve the vertical
distributionof theinfluenceof theintegratedvalue.Investigationsonapossiblebiascorrectionof theGPS
data are also required.

This work was supportedunder the grant of the GermanFederalMinistry of Educationand Research
(BMBF) No. 01SF9922/2.

Figure 1. Impact of the assimi-
lation of GPS data on the 12
hour forecastfit to observations.
The mean error (left) and the
root meansquare(right) of the
experiment with GPS data
(dashedcurves)andof the con-
trol (solid curves) are showed
for relative humidity (top), tem-
perature (middle) and wind
velocity (bottom).The statistics
havebeencomputedfor 15cases
using data from radiosondesin
Germany and surroundings.
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Using of the Chebyshev-Laguerre Polynomials
for Representing the Vertical Structure of the Atmosphere

Tsvetkov V.I., Snopova O.V., and Rozinkina I.A.
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Hydrometeorological Center of Russia, 9-13 Bolshoy Predtechenskii per., 123242, Moscow, Russia

The use of analytical orthogonal functions for describing the horizontal structure of
variables in NWP models has been widely used in numerical weather predictions. The vertical
structure in such models is usually approximated by parameters specified at discrete levels
that are irregular in height. The analytical representation of the vertical structure has not
received much attention. An attempt to express the vertical structure in terms of finite sums of
analytic orthogonal functions was made by Francis [1]. However, applications of his method
were faced with certain difficulties because of the bulky formulas and repeated summations.
This paper outlines the possible use of Chebyshev-Laguerre polynomials for representing the
vertical atmospheric structure in numerical models.

The Chebyshev-Laguerre polynomials are orthogonal functions defined on the
positive half-line and having the weight

ξβξξ −= HK �� ,                                                                                       (1)

where ��−>β  ( )∞∈ ��ξ .
These polynomials can be represented in terms of the =�function as

( ) ( )( )
( ) ( )∑

=

+
≥

−++Γ
−++Γ=

�

�

��
� Q

NQNN

QQ
/

�
�

�

�
�

��

�
�

β
ξββξ                                         (2)

and satisfy the orthogonality condition
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Quadrature formulas for Fourier series expansions in terms of the Chebyshev-
Laguerre polynomials can be found in [2, 3].

Note two features of the Chebyshev-Laguerre polynomials that can be used in
meteorology. The first is that the domain of definition of these polynomials is the interval
( )∞�� , which can be interpreted as the thickness of the atmosphere. The second feature is
associated with the recurrence relation for the derivative,

( ) ( )�� +=
∂

∂
− βξ

ξ
βξ

�
� 	

	
Q/

/
,                                                                (4)

which can be used in numerical weather forecasting as follows. The geopotential N is
represented as the Fourier series expansion in terms of the Chebyshev-Laguerre polynomials
with parameter β . Then using the equation

�=+
∂
∂

57N
ξ

,                                                                                   (5)

where ( ) ��OQ K3DSSS ����

 =−=ξ  we can easily calculate the temperature T, because it

has the same Fourier series but with the parameter ( )�+β .
Fourier series expansions of meteorological elements have been applied to the

preparation of data for the Russian Hydrometeorological Center spectral atmospheric model.
Numerical experiments on the transfer of the geopotential height N from p-system (17
vertical levels) to σ -system (31 vertical levels) and back were carried out. Thus, the root
mean square error was found to decrease down to 10-8hPa. Moreover, the quality of the model



outputs was improved, especially at the upper-tropospheric levels and higher. Figure 1 shows
the anomaly correlation coefficients for the geopotential height at 100 hPa for the Northern
Hemisphere. Curve 1 corresponds to the standard (spline) interpolation method, and curve 2
corresponds to Fourier series expansions in terms of the Chebyshev-Laguerre polynomials.

Fig. 1. Anomaly correlation coefficients for the geopotential height at 100 hPa in the case of
input data preparation using (1) spline interpolations and (2) Fourier series expansions.

This study was financially supported by the Russian Foundation for Basic Research,
grant nos. 00-05-64803, 01-05-65400, and 01-05-65493.
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To complement the WGNE activities in data assimilation, SPARC (Stratospheric 
Processes and their Role in Climate) has recently set up a working group on Data 
Assimilation.  The emphasis of this group will be on stratospheric data assimilation, for 
application to numerical weather prediction, and monitoring of climate variations. 
 
At the initial working group meeting, which was held in December 2001, it was decided 
to hold a SPARC Data Assimilation workshop in June 2002.  The workshop will be 
hosted by the NASA/Goddard Data Assimilation Office through the Goddard Earth 
Sciences and Technology Center at the University of Maryland Baltimore County 
(UMBC), during 10-12 June. This workshop has a goal of bringing together scientists 
from different international centers (including the met agencies, space agencies and 
academia) and initiating comparisons between the assimilated products, so participants 
are invited from all groups working in this field. 
 
All stratospheric products are of interest, but the main emphasis of this workshop will be 
on the lower stratosphere.  Initial comparisons will encompass meteorology, chemistry 
and transport, with a particular focus on the assimilation of trace gases: ozone and water 
vapor.  Presentations about ongoing work and future plans, such as assimilation of data 
from Envisat or the EOS satellites, are also welcome.  Further details can be found on the 
web page http://dao.gsfc.nasa.gov/DAO_people/ivanka/sparcDA/.  The local organiser of 
the workshop is Dr Ivanka Stajner, NASA/Goddard Space Flight  Center, Data 
Assimilation Office,  Code 910.3, Greenbelt, MD 20771, USA, email: 
ivanka@dao.gsfc.nasa.gov. 
 
For further details about the group, contact Dr William Lahoz, Data Assimilation 
Research Centre, University of Reading, Reading RG6 6BB, UK, email: 
wal@met.reading.ac.uk, or Dr Richard Swinbank, NWP Division, Met Office, Bracknell 
RG12 2SZ, UK, email: richard.swinbank@metoffice.com. 
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